Inter-hemispheric asymmetry in the sea-ice response to volcanic forcing simulated by MPI-ESM (COSMOS-Mill)
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Abstract. The decadal evolution of Arctic and Antarctic sea ice following strong volcanic eruptions is investigated in four climate simulation ensembles performed with the COSMOS-Mill version of the Max Planck Institute Earth System Model. The ensembles differ in the magnitude of the imposed volcanic perturbations, with sizes representative of historical tropical eruptions (1991 Pinatubo and 1815 Tambora) and of tropical and extra-tropical “supervolcano” eruptions. A post-eruption Arctic sea-ice expansion is robustly detected in all ensembles, while Antarctic sea ice responds only to supervolcano eruptions, undergoing an initial short-lived expansion and a subsequent prolonged contraction phase. Strong volcanic forcing therefore emerges as a potential source of inter-hemispheric interannual-to-decadal climate variability, although the inter-hemispheric signature is weak in the case of eruptions comparable to historical eruptions. The post-eruption inter-hemispheric decadal asymmetry in sea ice is interpreted as a consequence mainly of the different exposure of Arctic and Antarctic regional climates to induced meridional heat transport changes and of dominating local feedbacks that set in within the Antarctic region. Supervolcano experiments help to clarify differences in simulated hemispheric internal dynamics related to imposed negative net radiative imbalances, including the relative importance of the thermal and dynamical components of the sea-ice response. Supervolcano experiments could therefore serve the assessment of climate models’ behavior under strong external forcing conditions and, consequently, favor advancements in our understanding of simulated sea-ice dynamics.

1 Introduction

Polar regional climates are in the focus of earth system investigations owing to their strong sensitivity to external forcing and associated implications for the global climate. The so-called “polar amplification” of climate signals is mainly a consequence of positive feedbacks involving snow cover and sea ice, and it emerges more robustly in the Northern than in the Southern Hemisphere (e.g., Parkinson, 2004). The different behavior of Arctic and Antarctic sea ice is largely explained by the different geographical characteristics of the two polar regions: the semi-enclosed Arctic Ocean limits sea-ice mobility and favors sea-ice thickening and persistence while making Arctic sea ice strongly susceptible to changes in the Atlantic Ocean’s northward heat transport and to anomalous atmospheric heat inflows from the surrounding landmasses. Antarctic sea ice, by contrast, forms around the Antarctica landmass in the open Southern Ocean, its northern boundary being set by the circumpolar system of southern midlatitude westerly winds and ocean currents. This system makes Antarctic sea ice strongly subject to equatorward drifting and melting – which explains its weak persistence – while limiting its exposure to global changes and associated anomalous atmospheric and oceanic meridional heat flows (e.g., Zhang, 2007, 2014). Still, important processes driving this critical component of the earth system remain unresolved and, hence, not robustly simulated by coupled global circulation models and earth system models (e.g., Maksym et al., 2012; Turner et al., 2013; Knight, 2014). Aiming at a better understanding of simulated global sea-ice behavior and
of its sensitivity to external forcing, this study investigates the decadal evolution of Arctic and Antarctic sea ice in a set of idealized, volcanically forced experiments conducted with a full-complexity earth system model. Focus is on inter-hemispheric differences in the sea-ice response.

Observations covering the past three decades point to an inter-hemispheric asymmetry in recent sea-ice cover evolution: while the decline in Arctic total sea-ice cover is among the most notable features related to present climate change (e.g., Notz and Marotzke, 2012; Stroeve et al., 2012; Wang and Overland, 2012), the Antarctic total sea-ice cover has remained steady or even increased slightly (Stamperjohn et al., 2012; Massonnet et al., 2013). The Antarctic sea-ice increase has been largest in fall, with a dipole of a regionally significant positive trend in the Ross Sea and a negative trend in the Amundsen–Bellingshausen Sea (Turner et al., 2009). Despite generally improved representations of observed sea-ice climatology and evolution (Stroeve et al., 2012), state-of-the-art coupled climate models fail to reproduce the observed increase in Antarctic total sea-ice cover over the last 30 years, indicating that the underlying processes are not yet simulated correctly (Turner et al., 2013). Therefore, understanding the behavior of Antarctic sea ice and improving its representation in climate models has high priority if one aims to correctly reproduce the observed Arctic/Antarctic sea-ice dichotomy (King, 2014).

Internal climate variability in historical climate simulations contributes substantially to both Arctic and Antarctic sea-ice variability (Stroeve et al., 2012; Polvani and Smith, 2013). As a consequence, simulated trends in Arctic sea ice over the last ~30 years are generally smaller than suggested by satellite-derived sea-ice products (Stroeve et al., 2012), while simulated trends in Antarctic sea ice are characterized by large inter-model differences (Polvani and Smith, 2013). Therefore, no conclusive assessment is available about whether the observed sea-ice asymmetry reflects a characteristic (either internally generated or externally forced) inter-hemispheric mode of polar climate variability or, alternatively, an extraordinary externally forced feature.

Pointing to the first hypothesis, a multicentennial control climate simulation features interdecadal periods characterized by positive trends in Antarctic sea-ice cover comparable to that observed during the last ~30 years (Turner et al., 2009). The 20th-century experienced several decades of inter-hemispheric contrast in the temperature trend (e.g., Brohan et al., 2006; Duncan et al., 2010; Chylek et al., 2010). Inter-hemispheric out-of-phase multidecadal temperature fluctuations also emerge from reconstructed regional- and continental-scale temperature variability during the last millennium and beyond (Holden et al., 2010; Ahmed et al., 2013). Paleoclimatic records for the last glacial maximum similarly indicate that heterogeneity and nonsynchronous behavior of polar ice sheets and glacier behavior is a characteristic feature of millennial-scale climate variability (Schaefer et al., 2009; Weber et al., 2011; Shakun et al., 2012). The core processes implicated in these low-frequency inter-hemispheric climate fluctuations may be similarly important for sub-centennial Arctic/Antarctic climate variability.

The hypothesis of an externally forced inter-hemispheric asynchronism implies the existence of regional forcing agents and/or of response mechanisms to global forcing agents that are capable of driving a (multi)decadal inter-hemispheric climate offset. Stratospheric ozone depletion in the Southern Hemisphere is among the regional factors capable of affecting Antarctic sea ice, especially through tendential changes induced in the large-scale tropospheric circulation of the Southern Hemisphere (Gillett and Thompson, 2003; Turner et al., 2009). Coupled climate simulations including time-varying stratospheric ozone, however, do not support a causal relationship between stratospheric ozone depletion and increased Antarctic sea ice (Sigmond and Fyfe, 2014).

Strong volcanic eruptions are a likely candidate for a natural forcing agent that acts globally and yet causes pronounced differences in the inter-hemispheric response: for the Arctic, climate simulations indicate explosive volcanism as a major source of near-decadal (Stenchikov et al., 2009; Segschneider et al., 2013; Zanchettin et al., 2012, 2013a) and multidecadal-to-centennial (Zhong et al., 2011) fluctuations in the total sea-ice area. A volcanically forced Arctic sea-ice expansion has been suggested as being pivotal in the onset and sustenance of the Little Ice Age (Miller et al., 2012; Schleussner and Feulner, 2013), the prolonged widespread cold period spanning the 15th–18th centuries. The same period, however, features a pronounced reduction of late-summer Arctic total sea-ice extent in a recent millennial reconstruction (Kinnard et al., 2011), counterintuitive behavior that highlights the complexity of the dynamical processes behind low-frequency variability of sea ice and our still limited knowledge about the climate state and the mechanism(s) behind specific anomalous episodes (e.g., Zanchettin et al., 2013a).

Scientific literature lacks studies about the susceptibility of Antarctic sea ice to volcanic forcing. There are no sufficiently resolved reconstructions of Antarctic sea ice to assess anomalies during periods of strong volcanism before the satellite era, or they lack context as, for instance, the so-far isolated estimate of Antarctic sea-ice extent of September 1964 (Meier et al., 2013) during the aftermath of the 1963 eruption of Mount Agung. Diagnosed dynamical atmospheric responses to the strongest 20th-century eruptions are not robust in the Southern Hemisphere in observations and especially in simulations (e.g., Robock et al., 2007; Karpechko et al., 2010; Charlton-Perez et al., 2013). Generalizing assessment based on the 20th-century eruptions is prevented by the paucity and limited magnitude of the considered events and by their concomitance with known potential disturbances to the post-eruption Antarctic climate
evolution. Such disturbances include internal (e.g., a large warm event of the El Niño–Southern Oscillation or ENSO) and external ones. The latter would include, e.g., a period of weak solar activity (Barlavaea et al., 2009) and the ozone hole (Bitz and Polvani, 2012). In fact, Antarctic sea ice expands considerably in the aftermath of a “supervolcano” eruption simulated by a coupled climate model (Jones et al., 2005). Confronting the supervolcano response with the lack of a clear response to 20th-century eruptions poses the question of whether a possible southern-hemispheric dynamical response remains elusive due to a low signal-to-noise ratio for historical eruptions.

In this study, we assess the simulated inter-hemispheric sea-ice response to idealized volcanic perturbations by pursuing the following strategy: (i) investigating ensembles of earth system model simulations that are sufficiently populated to yield a robust estimate of the expected forced response; (ii) comparing ensemble-average simulated responses induced by volcanic perturbations of different magnitude, ranging from that of a 1991 Pinatubo-size eruption to those of supervolcano-size eruptions. By including the latter we explore responses to forcing amplitudes pushing the simulated climate to its extremes. In the past, comprehensive assessments of climate responses under idealized external forcings as those used here have been proven valuable to understanding simulated climate features and mechanisms and, consequently, to delimiting the validity of model-based inferences about climate dynamics and variability, as well as to compare the performance of different climate models (e.g., Stouffer et al., 2006). Accordingly, we focus on the inter-hemispheric asymmetry in simulated sea-ice behavior, but we also discuss possible limitations in the realism of the simulated sea-ice behavior in light of the ocean–atmosphere–sea-ice-coupled dynamics inferred from the analysis of the simulation ensemble. Our assessment therefore delineates how deficiencies in, e.g., the representation of the Southern Ocean (e.g., Russell et al., 2006; Weijer et al., 2012; Heuzé et al., 2013; Salleé et al., 2013), of the Southern Hemisphere’s atmospheric circulation (Simpson et al., 2012; Stössel et al., 2011) and of sea-ice processes relevant for the Antarctic (Landrum et al., 2012; Maksym et al., 2012) may have an effect on simulated transient global climate variability.

We proceed as follows. First, in Sect. 2 we detail the experimental design of this study, including the earth system model, the simulations and the diagnostic tools. In Sect. 3 we present the characteristics of the simulated climate responses to the imposed forcing, focusing on post-eruption fluctuations in Arctic and Antarctic sea ice and highlighting inter-hemispheric differences in the (forced) post-eruption signals and associated dynamics. We discuss our results in Sect. 4 and provide conclusive remarks in Sect. 5.

2 Data and methods

We use the Max Planck Institute Earth System Model (MPI-ESM) in its COSMOS-Mill version. The name of this version reflects the fact that the Community Earth System Modeling (COSMOS) used it for its Millennium Experiment, as described by Jungclaus et al. (2010), who provide a detailed description of the model setup. MPI-ESM–COSMOS-Mill is based on the atmospheric general circulation model ECHAM5 (Roeckner et al., 2006) coupled with the ocean model MPIOM (Marsland et al., 2003; Jungclaus et al., 2006) via the OASIS3 coupler. Modules for terrestrial biosphere (JSBACH; see Raddatz et al., 2007) and for ocean biogeochemistry (HAMOCC; see Wetzel et al., 2005) allow for an interactive representation of the carbon cycle. The ECHAM5/MPIOM-coupled general circulation model participated in the Coupled Model Intercomparison Project 3 (CMIP3), and has been extensively evaluated in that context. Jungclaus et al. (2006) describe the general climatological oceanic features of ECHAM5/MPIOM, including Arctic and Antarctic sea ice: simulated sea-ice concentrations generally compare well to the observations in both hemispheres, and seasonal variation and mean distribution of Antarctic sea-ice concentrations are overall satisfactorily simulated, though the model tends to underestimate winter sea-ice concentration in the Weddell Sea and the Ross Sea. Koldunov et al. (2010) provide a detailed evaluation of Arctic sea-ice variability simulated by ECHAM5/MPIOM compared to late-20th-century observations. Notz and Marotzke (2012) showed that the internal variability of Arctic sea-ice cover as simulated by ECHAM5/MPIOM agrees favorably with the observed internal variability.

In MPI-ESM–COSMOS-Mill, ECHAM5 is run in its T31L19 configuration, corresponding to a spatial resolution of $3.75^\circ \times 3.75^\circ$ and 19 vertical levels with the highest one (i.e., the model top) set to 10 hPa. The model’s low top restricts the description of stratospheric and coupled stratosphere–troposphere dynamics (e.g., Omrani et al., 2014), which may affect the dynamical atmospheric response to volcanic forcing (e.g., Charlton-Perez et al., 2013). MPIOM is run in its standard configuration GR30L40, corresponding to a horizontal grid spacing of about 3.0’ and 40 vertical levels. It embeds a dynamic–thermodynamic Hibler-type sea-ice model. A detailed description of the treatment of sub-grid-scale mixing, and of the sea-ice dynamics and thermodynamics implemented in MPIOM is provided by Marsland et al. (2003).

A number of studies have evaluated the climate and its variability as simulated by MPI-ESM–COSMOS-Mill against observations, proxy-based reconstructions and within a multi-model framework (e.g., Henriksson et al., 2012; Beitsch et al., 2013; Beitsch et al., 2013; Fernández-Donado et al., 2013; Schubert et al., 2013; Zanchettin et al., 2012, 2013a, b). In particular, Beitsch et al. (2013) showed that MPI-ESM–COSMOS-Mill spontaneously generates positive
decadal-scale temperature anomalies in the Arctic region that are compatible with the observed episode known as the “early twentieth-century warming”. Tietzche et al. (2011) explored recovery mechanisms of Arctic summer sea ice through perturbation experiments conducted with ECHAM5/MPIOM in the same configuration as MPI-ESM–COSMOS-Mill. C. Li et al. (2013) used idealized global warming simulations performed with ECHAM5/MPIOM in the same configuration to explore the long-term stability of Arctic and Antarctic sea ice in relation to slow changes in atmospheric CO₂ concentration. Climatological characteristics of sea-ice concentration simulated by MPI-ESM–COSMOS-Mill are provided in the supplement (Figs. S1 and S2 in the Supplement). They agree well with those described by Jungclaus et al. (2006) for ECHAM5/MPIOM.

Four simulation ensembles are considered describing the climatic effects of idealized volcanic perturbations of different magnitude, up to supervolcano-size eruptions. The four ensembles consist of (i) 10 simulations forced by a 1991 Pinatubo-like tropical eruption; (ii) 10 simulations forced by a 1815 Tambora-like tropical eruption; (iii) 5 simulations forced by a Young Toba Tuff (Toba)-like eruption, i.e., a tropical eruption with 100 times the emission strength of the Pinatubo eruption; and (iv) 10 simulations forced by a Yellowstone-like eruption (i.e., the same as Toba, but located in the Northern Hemisphere’s midlatitudes). In the following, we refer to the ensembles avoiding the volcanoes’ specific names to highlight their idealized character. We thereafter refer to the Pinatubo and Tambora simulations/eruptions as “historical” (namely HIST1 and HIST2, respectively), since these eruptions are representative of the magnitude of volcanic eruptions that occurred during the last millennium. The Toba and Yellowstone supervolcano ensembles are referred to as SUPER1 and SUPER2, respectively. HIST2 corresponds to the VO2 ensemble in Zanchettin et al. (2013a). SUPER1 entails the simulations used in Timmreck et al. (2010, 2012). SUPER2 simulations are those described in Segschneider et al. (2013). Each ensemble consists of simulations differing only in their initial climate states, which are sampled from a multi-millennial preindustrial control simulation (as used in Timmreck et al., 2010, and Zanchettin et al., 2013a). In HIST1, SUPER1 and SUPER2 the eruptions start in June of the first integration year. In HIST2 the eruption starts in April, according to historical reconstructions of the 1815 Tambora event (Crowley et al., 2008; Crowley and Unter mann, 2013). HIST2 simulations include the eruptions reconstructed for the subsequent decades, e.g., the Cosiguina eruption in the early 1830s (Zanchettin et al., 2013a).

Volcanic forcing implemented in MPI-ESM is based on zonally averaged time series of aerosol optical depth (AOD) and 30–90° N. Volcanic aerosols are vertically distributed between 30 and 70 hPa, with a maximum at 50 hPa (Timmreck et al., 2009). For the other ensembles, AOD and \( R_{\text{eff}} \) are estimated following the two-step approach described by Timmreck et al. (2010). To briefly summarize: in the first step the formation of volcanic sulfate aerosols is calculated from an initial volcanic sulfur injection into the stratosphere by the middle atmosphere version of the aerosol climate model ECHAM/HAM (Stier et al., 2005; Niemeier et al., 2009); in the second step, the zonally averaged monthly time series of the AOD and \( R_{\text{eff}} \) values calculated in this way are used as external forcing in MPI-ESM. Due to subsequent temporal interpolation of input data by ECHAM5, in MPI-ESM the eruption is tailed in the month preceding its occurrence in ECHAM/HAM.

In all simulations, the time-dependent AOD and \( R_{\text{eff}} \) values are used to calculate online the optical parameters of the ECHAM5 radiation scheme, including extinction, single-scattering albedo and asymmetry factor for the six solar bands (0.185–4 µm), and extinction for the 16 long-wave wavelength bands (3.3–100 µm). Aerosol sizes are assumed to be distributed with a constant standard deviation of 1.8 µm.

The global-average air surface temperature drop after the 1991 Pinatubo eruption in sensitivity experiments conducted with MPI-ESM is comparable to observations (Timmreck et al., 2009). Global and hemispheric near-surface air temperature changes in a full-forcing COSMOS-Mill simulation ensemble around the Tambora eruption employing the same volcanic forcing input as the HIST2 ensemble are compatible with estimates from observations and reconstructions (Zanchettin et al., 2013a).

Responses are diagnosed through an analysis of ensemble averages. For time series, we use deseasonalized and then low-pass filtered values. Seasonality is computed based on control-run data and then subtracted from all data. Filtering consists of a 3-month centered running mean for atmospheric variables and a 13-month centered running mean for oceanic and sea-ice variables, unless specified otherwise. Anomalies are evaluated as deviations from the pre-eruption climatology, defined as the mean climate state during the 10 years/winters/summers preceding the eruption. Post-eruption years are progressively numbered starting from the year of the eruption, which is defined as year 0.

A Monte Carlo approach is used to estimate the statistical significance of the forced signals (e.g., Graf and Zanchettin, 2012). Specifically, the ensemble-average signals obtained from anensemble of \( n \) forced simulations are compared with a large set of analog ensemble-average signals (here 500) obtained by randomly sampling \( n \) years along the whole length of the control run. The empirical distribution yielded by these analog ensemble-average signals probabilistically describes the range explicable by internal variability alone, which we also interpret as the confidence level of corresponding signals in the forced ensembles having occurred by chance. We consider the 98% range (i.e., 1st–99th percentile band) of
such distribution as reference in order to have a conservative estimate of internal variability signals. Since the procedure is only based on the random selection of years, the autocorrelation is preserved in the estimation of the significance.

Total sea-ice area in the Arctic and in the Antarctic is calculated as the areal sum of sea ice covering the ocean in the Northern and Southern Hemispheres, respectively. Analogously, total sea-ice volume is defined as the sum of local (i.e., grid point) products of grid cell area and grid-cell-average sea-ice thickness. The sea-ice edge is defined as the line denoting the sea-ice extent margin, i.e., the area enclosing sea-ice concentrations exceeding the 0.15 threshold (in the range [0 : 1], where 0 indicates no sea ice in the grid cell and 1 indicates sea ice fully covering the grid cell).

Meridional ocean heat transports (HT) are calculated at 60° N and 60° S as in Zanchettin et al. (2012), based on the equation $HT = \sum_\lambda \sum_\phi v T c_p dx dz$, where $v$ is the meridional velocity component, $T$ is temperature, $c_p$ is specific heat capacity at constant pressure, $\rho$ is density, and $dz$ and $dx$ represent, respectively, the integrals along depths and longitudes. The zonal mean component of the total meridional ocean heat transports is considered to be associated with the overturning transport; the residual component is considered to describe the gyre contribution to the total meridional ocean heat transport. Accordingly, deviations of $v$ and $T$ from the respective zonal mean values are used in the above-mentioned equation for the calculation of the gyre contribution to HT.

The meridional atmospheric energy transport around 60° N and 60° S is defined, following Keith (1995), as the zonal integral at, respectively, 61.23° N and 61.23° S of the convergence of the atmospheric energy transport vector $F_A$, which can be written for latitude $\lambda$ as

$$F_A = \int_\lambda -\nabla \cdot F_A dx = \int_\lambda -\nabla \cdot \frac{1}{g} \int_0^{p_s} (c_p T + \Phi + Lq + k) \rho d\rho \ dx,$$

where $d\rho$ and $dx$ represent, respectively, the integral along pressure levels and longitudes, and $c_p T + \Phi$ represents dry static energy, with the specific heat of the atmosphere at constant pressure $c_p$, temperature $T$ and geopotential $\Phi$. Moist static energy is depicted by $c_p T + \Phi + Lq$, with latent heat of evaporation/condensation $L$ and specific humidity $q$. The horizontal wind vector is represented by $v$. As kinetic energy $k$ is typically a small component of the energy budget, it is ignored in the following. The small latitudinal difference between atmospheric and oceanic heat transport calculations is of negligible concern, since we do not aim to close the energy budget for the two regions.

Figure 1. Simulated imposed forcing in the two historical and the two supervolcano ensembles as diagnosed through anomalies in the global-average top-of-atmosphere solar (shortwave, a), thermal (long-wave, b) and net (c) radiation. Lines and shading represent the mean and standard error of the mean respectively. Black dotted lines indicate the internal variability range ($n=10$; see methods). The dashed vertical magenta line indicates the approximate start of the eruptions. Lag(0) corresponds to January of the eruption year. Positive anomalies correspond to increased downward flux. No smoothing was applied to the series.

3 Results

3.1 Imposed forcing and global/hemispheric responses

The imposed forcing is very well constrained within each of the four ensembles (Fig. 1). Estimates based on top-of-atmosphere radiative anomalies for individual ensembles are consistent with previously reported ones (Timmermann et al., 2010; Segschneider et al., 2013; Zanchettin et al., 2013a); we therefore only describe major features and inter-ensemble differences. Especially during the first three post-eruption years, ensemble standard errors are barely distinguishable from the corresponding ensemble-average values. Peak negative anomalies in the global top-of-atmosphere net radiative flux range between $\sim -3$ W m$^{-2}$ for HIST1 and $\sim -27$ W m$^{-2}$ for SUPER2 (Fig. 1c). SUPER2 leads to a slightly stronger forcing than SUPER1 in the net radiative
flux estimate (Fig. 1c). This highlights the dependence of the net forcing on the shape of post-eruption evolutions of the shortwave and long-wave radiation flux anomalies, since these have otherwise similar peak values in the two ensembles (Fig. 1a, b). The evolution of radiative fluxes is directly linked to the evolution of the volcanic aerosol mass, which builds up more slowly during the first post-eruption months in SUPER2 compared to SUPER1 (not shown). This seems to be the key to understanding the differences between the two supervolcano ensembles and the distinguishing traits of SUPER2. The positive net flux anomaly around lags of 42 to 78 months is mainly a consequence of the ocean releasing less latent heat to the atmosphere (Timmreck et al., 2010; Zanchettin et al., 2013a).

On the global scale, the four ensembles depict significant post-eruption drops in surface (2 m) air temperature and precipitation (Fig. 2a, b). Cold temperature anomalies consistently peak in the boreal summer to fall of year 1, i.e., slightly after the peak in the forcing (compare with Fig. 1c), with a larger ensemble spread for the historical eruptions (note that SUPER1 consists of only five simulations). HIST1 displays a temporary initial recovery of the temperature signal to within the internal variability range in year 2, when a warm ENSO event typically sets in. The ensemble-mean simulated maximum cooling for HIST1 matches the observed maximum cooling of 0.4 K estimated for the Pinatubo by Thompson et al. (2009). Annual oscillations in the post-eruption anomalous temperature evolution in the supervolcano ensembles indicate a seasonal differentiation of the response, with boreal winter semesters being comparatively colder than summer ones from year 2 onwards. The global temperature responses differ appreciably between SUPER1 and SUPER2. Inter-ensemble differences in global precipitation relate to the timing of the post-eruption fluctuation, delayed in the case of SUPER2 compared to SUPER1, rather than the shape of the post-eruption fluctuation and its peak value. Post-eruption anomalies of hemispheric-average surface air temperature (Fig. 2c, d) further highlight the differences between historical and supervolcano eruptions. For the two historical eruptions, inter-hemispheric differences are small and remain mostly confined to the internal variability range after the first two post-eruption years (Fig. 2d). For the supervolcano ensembles, inter-hemispheric differences are large and remarkably independent of the location of the eruption (Fig. 2d): the Northern Hemisphere undergoes a much stronger and longer-lasting cooling compared to the historical ensembles (Fig. 2c), with a more pronounced seasonal character than the Southern Hemisphere (compare Fig. 2d). As a consequence, in both supervolcano ensembles the anomalous hemispheric temperature evolutions deviate considerably from the global estimate.

Overall, we diagnose qualitatively similar features in the different ensembles that point to an amplification of the forced global signals with increased magnitude of the eruption. Supervolcano simulations feature a high signal-to-noise ratio, and even the five-member SUPER1 ensemble is suitable for robust global- and hemispheric-scale inferences. Inter-hemispheric differences are apparent in the surface air temperature responses to supervolcano eruptions but not to those that are comparable to historical eruptions, suggesting that substantially different dynamical responses may characterize the different eruption sizes.

3.2 Sea-ice response

The post-eruption anomalies of Arctic and Antarctic sea-ice area and volume depict major inter-hemispheric differences in the sea-ice responses to both historical and supervolcano eruptions (Fig. 3). In the Arctic, the total sea ice expands for all eruptions (Fig. 3a, c). The post-eruption positive anomalies of total Arctic sea-ice area and volume are of comparable magnitude for the two historical eruptions, but their timing differs. Total Arctic sea-ice area and volume anomalies are about one order of magnitude larger in the supervolcano ensembles than in the historical ones. In both ensembles, total sea-ice area and volume entail a sharp increase in simulation years 1 and 2, which is followed by a decadal-scale progressive dampening of the anomaly. The larger anomalies in SUPER2 compared to SUPER1 are likely thermally driven: the volcanic cloud produced by the extra-tropical Yellowstone-like eruption is more confined to the Northern Hemisphere and produces a stronger radiative effect there, i.e., stronger cooling (Fig. 2d). The system fully reverts back to within the internal variability range in about 2–2.5 decades.

Significant post-eruption anomalies of Antarctic total sea-ice area and volume (Fig. 3b, d) are only detected in the supervolcano ensembles. In these ensembles and especially concerning the total sea-ice volume, Antarctic sea-ice anomalies are much smaller than their Arctic counterparts (compare panels (c) and (d) of Fig. 3). This is true for both the actual anomalies and their values relative to the pre-eruption climatology (which is shown in Fig. 3). Initially, a short-lived Antarctic sea-ice area increase occurs approximately within the first two post-eruption years, and this is not accompanied by a significant increase in sea-ice volume. This means that, in contrast to the Arctic sea-ice response, there is no post-eruption net buildup of Antarctic sea-ice mass. As we will further discuss in Sect. 3.3, the areal expansion likely results in good part from a dynamic response of the Southern Ocean’s sea ice, which is advected over a larger area. This initial expansion phase is followed by a rebound retraction phase of similar amplitude and longer duration (Fig. 3b); this phase is characterized by a drastic reduction in the total sea-ice volume (Fig. 3d). Note that a reduction in sea-ice volume starts in year 1, when the positive anomaly in sea-ice area is near its peak, meaning that net losses in volume occur already during the horizontally expanded phase of Antarctic sea ice. In other words, Antarctic sea ice covers a larger area while thinning. This second phase consistently ends about eight years after the eruption. Negative anomalies
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of both sea-ice area and volume are larger for SUPER1, whose ensemble spread nonetheless overlaps with that of SUPER2 during the full duration of the rebound fluctuation.

Generally, ensemble spreads are larger in the Antarctic sea-ice area estimates than in their Arctic counterparts. This is true also for the spread in sea-ice volume in its relative estimates but not in its absolute values due to smaller Antarctic climatology (Fig. 3c, d). Overall, the post-eruption sea-ice evolution appears to be characterized by two distinct phases in the supervolcano ensembles: (i) an initial phase of tendential synchronic bipolar expansion during integration years 1 and 2, and (ii) a subsequent, prolonged phase of inter-hemispheric asymmetry during integration years 4–6.

The anomalies determining the two detected phases of post-eruption sea-ice evolution have a prominent seasonal character (Fig. 4). In the historical ensembles, the significant signals detected in the deseasonalized and smoothed series of total Arctic sea-ice area (Fig. 3a) originate from a significant increase during the boreal summer season (Fig. 4a). In the supervolcano ensembles the initial post-eruption increase in total Arctic sea-ice area occurs throughout the whole year but the magnitude of departures from the climatology is more than doubled in the boreal summer compared to the boreal winter. As we will show in Sect. 3.3, this behavior is most likely due to reduced melting, i.e., thermodynamics is very important for the initial response of Arctic sea ice to volcanic forcing. Predominance of reduced summer melting on winter growth is less pronounced in the Arctic delayed response, and the annual cycle averaged over years 4–6 essentially corresponds to an upward-shifted unperturbed annual cycle (Fig. 4c). By contrast, the signals in total Antarctic sea-ice area are largest in the sea-ice growth season (Fig. 4b), with initial post-eruption gains peaking at \( \sim 1.9–2.4 \) million km\(^2\) in June–July, and following losses peaking at \( \sim 1.8–2 \) million km\(^2\) in August–October (Fig. 4d).

Figures 5 and 6 illustrate the regional distribution of sea-ice concentration anomalies for, respectively, the Arctic and the Antarctic region during the two detected phases of post-eruption sea-ice evolution for the SUPER1 ensemble. Mapped values refer to monthly anomalies at the end of the
Figure 3. Simulated post-eruption anomalies of Arctic (left) and Antarctic (right) total sea-ice area (top panels) and volume (bottom) for the two historical and the two supervolcano ensembles. Lines and shading represent the mean anomaly and the standard error of the mean respectively. Anomalies are smoothed with a 13-month centered moving average. Black dashed lines indicate the internal variability range \((n = 10; \text{see methods})\). The dashed vertical magenta line indicates the approximate start of the eruptions. Lag(0) corresponds to January of the eruption year. The number on the top right of each panel is the approximate pre-eruption climatology. The \(y\)-axis has the same scale in panels (a) and (b) as in panels (c) and (d), highlighting the different magnitude of the hemispheric responses.

Growing season (i.e., March for Arctic sea ice, September for Antarctic sea ice) and of the melting season (i.e., September for Arctic sea ice, March for Antarctic sea ice). Immediately after the eruption, the March Arctic sea-ice concentration increases especially in the gulf of Alaska/eastern Bering Sea and in the outer Labrador Sea/western North Atlantic, where the sea-ice edge advances significantly (Fig. 5a). Widespread reduced melting results in extensive increases in September Arctic sea-ice concentrations. These are particularly large in the Canadian Arctic Archipelago and in Baffin Bay, where the sea-ice edge advances as far as the Hudson and Davis Straits, along the East Greenland current, and into the Barents and Kara seas, with the latter basin being fully sea ice covered (Fig. 5c). The same regions are important for the total Arctic sea-ice area anomaly in the second phase of the post-eruption areal evolution of sea ice. Then, the strongest contribution to the winter anomaly of Arctic total sea-ice area comes from the North Atlantic/Nordic seas sector, where March sea-ice concentrations increase by as much as 60% (Fig. 5b). September Arctic sea-ice concentration anomalies are also still significant over extensive regions, but with smaller amplitudes overall (Fig. 5d).

In the Antarctic, total sea-ice area anomalies are of reduced amplitude and extension in austral summer during both phases (Fig. 4b, d). Immediately after the eruption, there is a circumpolar tendency towards positive March anomalies of sea-ice concentration, though these are strongest and most extensive off the West Antarctica coast, where they result in a local advance of the sea-ice edge (Fig. 6a). Later on, the same region faces a marked reduction of March sea-ice concentrations and a consequent retreat of the sea-ice edge (Fig. 6b), which is again part of a general circumpolar tendency. The regional details of September anomalies of Antarctic sea-ice concentration during the two phases provide a more complex picture (Fig. 6c, d). In both phases, negative sea-ice concentration anomalies are diagnosed off the East Antarctic coasts and in the outer Weddell Sea. In the latter region, the response has the typical traits of an open-ocean polynya,
Figure 4. Ensemble-mean simulated seasonal evolutions of hemispheric sea-ice area for integration years 1–2 (a, b) and 4–6 (c, d) for the two historical and the two supervolcano ensembles. Gray shading and the dashed white line represent the 98 % range and the mean, respectively, for signal occurrence in the control run. The signal in the control run corresponds to the annual evolution averaged over three randomly chosen consecutive years for a 10-member ensemble.

i.e., an ice-free area within the ice cover, and is surrounded by positive anomalies leading to a locally advancing sea-ice edge during the initial post-eruption phase (Fig. 6c). Anomalies extend more widely spatially in the second phase, when a general retreat of the sea-ice edge is diagnosed (Fig. 6d). Whereas no significant large-scale changes are detected west of the Antarctic Peninsula in the initial phase (Fig. 6c), the same region later faces a reduction in sea-ice concentration which is locally as large as 60 % and results in a strong retreat of the sea-ice edge (Fig. 6d). Whereas both phases indicate reductions in September sea-ice concentrations in the outer Ross Sea, the initial post-eruption phase also entails an extensive increase along 60°S (Fig. 6c).

Differences between the shown SUPER1 patterns and their SUPER2 analogues (not shown) are generally minor. For historical eruptions, significant post-eruption sea-ice concentration anomalies are usually local, but generally point towards an agreement with the supervolcano ensembles concerning the tendencies in the key regions (not shown).

In summary, the sea-ice response to volcanic eruptions in MPI-ESM–COSMOS-Mill strongly depends on the amplitude of the induced global perturbation and, to a lesser extent, the location of the eruption (compare, e.g., the Arctic sea-ice response to the SUPER1/tropical and SUPER2/midlatitude eruptions). All ensembles feature a temporary post-eruption increase in Arctic sea ice, while no robust signature on Antarctic sea ice characterizes those eruptions that are comparable to historical eruptions. The post-eruption sea-ice evolution in supervolcano simulations can be clearly separated into two phases: an initial one of bipolar expansion and a delayed one marked by the contrast between persisting Arctic expansion and strong Antarctic contraction. The latter constitutes counterintuitive simulated behavior, whose explanation seemingly lies in the anomalous seasonal behavior of a few key regions. This is explored further in the next section.

3.3 Mechanism of Arctic and Antarctic sea-ice response to a supervolcano eruption

In this section, we focus on the mechanism(s) behind the sea-ice response to the SUPER1 eruption during the initial bipolar synchronic phase and the subsequent inter-hemispheric asymmetric phase. The SUPER1 ensemble is chosen among the two supervolcano eruptions since previous studies on the same ensemble (Timmreck et al., 2010, 2012) provide context for our inferences.

Immediately after the eruption, the meridional air temperature gradient temporarily increases in the lower stratosphere (Fig. S3 in the Supplement) due to in situ heating by the volcanic aerosols. As a consequence (see, e.g., Timmreck,
2012), the stratospheric polar vortex strengthens in both hemispheres until the volcanic cloud dissipates, i.e., for the first two post-eruption years (Fig. S4 in the Supplement). The tropospheric response is dominated by significant cooling, which persists especially in the Northern Hemisphere winter (Fig. S3 in the Supplement), and by weakening of both the Hadley and Ferrell cells (Figs. S5–S6 in the Supplement), which is consistent with a slowdown of the global hydrological cycle (Fig. S7 in the Supplement; also compare Fig. 2b). The weakening of the general circulation is further associated with weakened tropical and midlatitude zonal flow in both hemispheres (Fig. 7b). This is also concomitant with short-lived anomalous eastward polar circulations, which we interpret as part of the downward propagation of the volcanically forced strengthened stratospheric polar vortices. Zonal-mean meridional winds at their climatological hemispheric maxima around 30° N and 50° S also depict a significant reduction of the zonal-mean northward flow in years 1–2 in the Northern Hemisphere (Fig. 7c).

Later on, anomalies in the general atmospheric circulation become less pronounced and are only locally significant, though weaker than normal jet conditions remain apparent (Fig. S4 in the Supplement). Therefore, internal atmospheric processes strongly contribute to the initial response, whereas climatic signals on the decadal scale are mostly related to oceanic and ocean–atmosphere-coupled processes. This is the case, for example, for the significant though rather small increase of the zonal-mean southward flow in years 5–6 detected in the Southern Hemisphere (Fig. 7c). The structure of vertical profiles of zonal-mean anomalies in atmospheric parameters depicts an overall symmetry between the general atmospheric circulation of Northern and Southern Hemispheres in both phases of post-eruption sea-ice response (Figs. S3–S11 in the Supplement). The persistent colder tropospheric anomalies over the Arctic, especially during the Northern Hemisphere winter and contrasting with the comparatively weak and short-lived Antarctic anomalies, represent the most apparent inter-hemispheric asymmetry in the post-eruption atmosphere (Fig. S8 in the Supplement).

Significant decadal anomalies characterize the post-eruption evolutions of zonal-mean surface temperature and its associated hemispheric meridional gradients (Fig. 7a).
The post-eruption anomalies depict (i) strong initial cooling, mostly related to quick responses over the landmasses; (ii) bipolar asymmetry in the form of delayed and prolonged (compared to tropical regions) cooling in the Arctic contrasting with the reduced cooling and subsequent warming in the Antarctic; (iii) inter-hemispheric asymmetry in the equator-to-pole temperature gradient, in the form of a temporarily strengthened gradient in the Northern Hemisphere contrasting with a prolonged weakened gradient in the Southern Hemisphere; and (iv) delayed (compared to both tropical and polar regions) cooling in the equatorial band, seemingly phasing ENSO to a La Niña state in year 3. The latter feature is associated with a temporary reduction of meridional gradients, which at this stage feature highly significant negative anomalies in the Southern Hemisphere.

The anomalous atmospheric energy and oceanic heat transports into the polar regions (Fig. 8) provide constraints on our causal interpretation of the diagnosed regional changes. In the Northern Hemisphere, significant (i.e., outside the internal variability range) and prolonged reductions in the meridional heat transport into the Arctic region are diagnosed for both the atmosphere and the ocean: the reduction in atmospheric heat transport peaks at around lag of 24 months and remains at significant levels over a six-year period; oceanic heat transport is reduced below the lower threshold of internal variability around lag of 24 months and persists in an anomalously low state for almost one decade. The estimated dry static atmospheric energy transport remains generally within the internal variability range, with a less clear ensemble-mean evolution compared to the moist static energy transport (Fig. 8a). This indicates that the latent heat component – entailing reduced global ocean losses to the atmosphere (not shown) and reduced global precipitation (Fig. 2b) – dominates the response over the thermal component. At this latitude, the post-eruption anomalous oceanic heat transport is dominated by the gyre component (Fig. 8b), which agrees with the general behavior typically simulated by MPI-ESM–COSMOS-Mill (e.g., Zanchettin et al., 2012, 2013a). In the Southern Hemisphere, the atmospheric energy transport into the Antarctic region is significantly reduced between about two and eight years after the eruption (Fig. 8c), reflecting the evolution of anomalous equator-to-pole surface temperature gradients (Fig. 7a). In absolute values, the associated peak post-eruption anomaly is about half of its Arctic counterpart (compare panels a and c of Fig. 8). An initial, short-lived response is diagnosed in the estimated dry static atmospheric energy transport, compatible with the surface and tropospheric cooling simulated around these latitudes (compare Fig. 7a), which is evidently compensated for by an increase in the atmospheric latent heat component. Oceanic heat transport into the Antarctic is characterized by strong interannual variability in its post-eruption anomalous evolution as well as by strong internal variability compared to its Arctic counterpart (compare ranges in Fig. 8b, d). As a consequence, despite peak anomalies about twice those diagnosed in the Arctic, the post-eruption ocean heat transport into the Antarctic remains mostly within the internal variability range. The most significant feature is a temporary reduction in the total poleward transport around lag of 48 months (Fig. 8d). As for the Northern Hemisphere, at these latitudes oceanic transport is dominated by the gyre component.

In summary, both polar regions feature a post-eruption decrease in the energy import. However, the decrease is overall more significant for the Arctic due to an overall more constrained oceanic internal variability range and to constructively superposing comparable contributions from the atmosphere and the ocean, the former being pivotal in the initial response phase and the latter dominating the response thereafter. For the Antarctic, both oceanic and moist atmospheric energy transports remain initially unaffected, pointing to dynamical circulation changes as a cause for the initial Antarctic sea-ice response. Furthermore, the relevance of the ocean for the post-eruption Antarctic energy budget and its attribution to the imposed forcing is hampered by its strong internal variability. It is therefore important to relate anomalous ocean meridional heat transports to dynamical changes in the oceanic circulation.

In the Northern Hemisphere, the general response of the oceanic circulation to the SUPER1 eruption is in line with the behavior typically simulated by MPI-ESM–COSMOS-Mill after historical eruptions (see, e.g., Zanchettin et al., 2012, 2013a). We therefore only show changes more closely related to sea ice. The post-eruption reduction in gyre-driven northward heat transport is clearly associated with a weakening of the subpolar gyre and of the North Pacific gyre in the Kuroshio–Oyashio extension region (Fig. 9a). The weak Gulf Stream together with strong anomalous ocean heat losses to the atmosphere contributes to anomalous cold conditions in the upper polar ocean (not shown). The regional cold anomaly sustains the deepening of the ocean mixed layer, which occurs largely in the western portion of the subpolar gyre and in the Irminger and especially Nordic seas (Fig. 10a). Associated processes of deep-water formation result in a progressive intensification of the Atlantic Meridional Overturning Circulation (AMOC) of up to 3 Sv at 30° N and 1000 m depth, which in turn allows for a delayed temporary increase in the northward ocean heat advection in the tropical and midlatitude band (not shown). Anomalously strong oceanic convection in the Nordic Seas occurs also during the second phase of the post-eruption sea-ice response (Fig. 10b) due to the persistent cold anomaly (compare Fig. 7a). Insulation from the sea-ice edge, which has by now advanced, confines the extent of the deepening region (Fig. 10b), exemplifying how sea-ice evolution is fully embedded within the general coupled atmospheric–oceanic response mechanism.

We further note that at this later stage the anomalous patterns of both surface energy fluxes and near-surface atmospheric circulation do not reveal robust large-scale features (patterns not shown), confirming the predominant role (relative to the
atmosphere) of the anomalous decadal oceanic evolution for sustaining the post-eruption Arctic sea-ice anomaly.

In the Southern Hemisphere, the initial Antarctic sea-ice response is a dynamical consequence of a strengthened circumpolar westerly circulation along the sea-ice margins. This feature is especially evident in austral winter (Fig. 11b), when it describes a poleward shift of the midlatitude westerlies partly superposed on a positive phase of the Southern Annular Mode. In summer, the pattern describes a weakening of both polar and midlatitude flow (Fig. 11d) typical of a negative phase of the Southern Annular Mode. The marked seasonality in the near-surface wind response goes along with the marked seasonality diagnosed in the sea-ice area response (Figs. 4b and 6a, c). Our interpretation is therefore consistent with the enhanced connectivity of observed sea-ice variability with the overlying atmospheric circulation associated with large-scale modes like the Southern Annular Mode and ENSO (Simpkins et al., 2012). Disentangling the different contributions to the post-eruption polar circulation in the southern-hemispheric lower troposphere would require a study dedicated to this topic. We only remark on the importance of the antagonism between the thermal (i.e., meridional gradient in surface cooling, Fig. 7a) and dynamical (i.e., downward propagation of strengthened stratospheric polar vortex) effects. The Antarctic Circumpolar Current (ACC) weakens (Fig. 9c) in response to the weakened (in summer) and southward shifted (in winter) circumpolar midlatitude westerly flow (Figs. 7b and 11b, d). During this initial response phase, the ocean also undergoes important dynamical modifications at the regional scale. In particular, the September sea-ice concentration decreases locally in the sea-ice interior region of the outer Weddell Sea (Fig. 6c). This area features significantly strengthened ocean energy losses to the atmosphere (Fig. 11c) that are related to a significant deepening of the mixed layer (Fig. 10c) and hence penetration of the post-eruption cold anomaly into the deep ocean layers. Of course, the causal chain linking these features cannot be depicted without the support of dedicated

Figure 8. Ensemble-mean simulated anomalies of zonally integrated atmospheric energy transport at ∼60° N (a) and ∼60° S (c), and oceanic heat transport by advection at 60° N (b) and at 60° S (d) for the SUPER1 ensemble. Lines and shading represent the mean anomaly and the standard error of the mean respectively. Dashed lines indicate the internal variability range (n = 5; see methods). Internal variability ranges for the gyre component of ocean heat transport are not shown, since they are barely distinguishable from that of the total transport. The dashed vertical magenta line indicates the approximate start of the eruptions. Lag(0) corresponds to January of the eruption year. Anomalies are smoothed with a 13-month centered moving average. Positive values correspond to northward transport anomalies (y axis is inverted in panels (c) and (d)) to ease the comparison of poleward transports in the two hemispheres.
sensitivity experiments. Such a response is not diagnosed within the ice-covered region of the Ross Sea despite local strengthening of ocean heat losses (Fig. 11c).

Local feedbacks involving sea-ice area, turbulent heat fluxes and modified atmospheric circulation complete the explanation for the diagnosed sea-ice behavior during the second phase of Southern Hemisphere’s sea-ice response. We note particularly the anomalous equatorward near-surface atmospheric flows off the West Antarctica coast in austral summer (Fig. 12b) and in the outer Ross Sea in austral winter (Fig. 12d), which are associated with local negative surface energy flux anomalies over extensive regions (Fig. 12a, c).

The local anomalous near-surface winds set in under a significantly weakened midlatitude westerly circulation, especially during austral summer (Fig. 12b). The anomalous near-surface wind pattern contrasts the zonal-average tendency in the mid-troposphere (Fig. 7c) and is consistent with a net reduction of atmospheric energy import into the Antarctic region (Fig. 8c). The latter should therefore be regarded as mainly a consequence of local coupled ocean–atmosphere dynamics internal to the Antarctic region. The consistency with corresponding anomalous patterns in the SUPER2 ensemble (not shown) adds support to this interpretation.

Enhanced deep convection still takes place in the Weddell Sea region during the second response phase (Fig. 10d), though its magnitude and extent are reduced compared to the initial anomaly. Again, the causal chain for this behavior cannot be fully clarified based on our experiments alone allowing for tentative hypotheses only. We accordingly interpret the strengthened oceanic convection as a likely consequence of locally strengthened surface exchange processes (Fig. 12c) favored by the winter sea-ice area (Fig. 6d), which has at this stage decreased. We thus regard the negative sea-ice anomaly as the closure element of the feedback mechanism characterizing the post-eruption ocean–atmosphere evolution in the Weddell Sea region (i.e., the regional anomaly persists until the anomalous large-scale atmospheric circulation sustains a local sea-ice reduction).

4 Summarizing discussion

In this study we used ensemble climate simulations performed with the COSMOS-Mill version of the Max Planck Institute Earth System Model (MPI-ESM) to investigate the decadal response of Arctic and Antarctic sea ice to volcanic perturbations. We considered volcanic eruptions of different magnitude, ranging from eruptions comparable to historical ones to supervolcano-size eruptions, the latter with different characteristics, including tropical and extra-tropical locations. In all ensembles a sustained, largely thermally driven expansion is robustly simulated for total area and volume of
Figure 11. Ensemble-mean simulated Southern Hemisphere summer (DJF, top) and winter (JJA, bottom) total net surface energy flux (latent and sensible heat, short- and long-wave radiation, a, c) and 10 m wind anomalies (b, d) for integration years 1–2 of the SUPER1 ensemble. (a, c): black dots indicate grid points where changes are nonsignificant at the 95 % confidence level; (b, d): only changes statistically significant at 95 % confidence for at least one of the wind components are shown.

Arctic sea ice. Amplitude and duration of the anomalies essentially depend on the magnitude of the imposed forcing. In contrast, the simulated response of Antarctic sea ice is elusive in the case of the eruptions that are comparable to historical ones, while supervolcano eruptions induce an initial, short-lived, mostly dynamically driven Antarctic sea-ice expansion which is followed by a prolonged retraction phase. For both historical and supervolcano eruption types we diagnose, therefore, an inter-hemispheric asymmetry in the simulated post-eruption decadal evolution of sea ice.

In the case of a supervolcano eruption, the asymmetry primarily derives from the different sensitivity of Arctic and Antarctic regional climates to the induced global energy imbalance and from the associated large-scale atmospheric and oceanic dynamical reactions. Thermodynamics is the key for the Arctic sea-ice expansion, which is triggered by the initially reduced atmospheric heat import and is then sustained on a decadal timescale by the oceanic heat import, by then reduced. Noteworthy decadal responses of North Atlantic–Arctic large-scale oceanic circulation are qualitatively similar for historical and supervolcano eruptions, both including a delayed strengthening of the AMOC and a northwestward compression of the subpolar gyre (compare Fig. 9b with Zanchettin et al., 2012). For the supervolcano eruptions, however, the post-eruption drop in the heat content of the global upper ocean is too large to allow for circulation-driven positive anomalies of ocean heat transport into the Arctic, as diagnosed for historical eruptions (see Zanchettin et al., 2012, 2013a).

In contrast to Arctic sea ice, Antarctic sea ice, in the short-term, reacts mostly to dynamical atmospheric changes initiated by the volcanically induced strengthening of the Southern Hemisphere’s stratospheric polar vortex. Antarctic sea ice is thereafter implicated in local surface energy exchange processes dominating the response diagnosed at the hemispheric scale. The post-eruption anomalies of lateral oceanic heat flux are larger in the Antarctic than in the Arctic, but they only temporarily exceed the internal variability range (Fig. 8d). We regard the temporarily significantly decreased poleward oceanic heat transport around year 4 as a marginal contributor to the Antarctic sea-ice anomaly (negative at this stage). Post-eruption negative anomalies of atmospheric energy fluxes are likely a consequence rather than a cause of the chain of local feedbacks within the Antarctic region. The substantially different exposure of the Arctic and Antarctic regional climates to volcanically forced energy imbalances.

Figure 12. Ensemble-mean simulated Southern Hemisphere summer (DJF, top) and winter (JJA, bottom) total net surface energy flux (latent and sensible heat, short- and long-wave radiation, a, c) and 10 m wind anomalies (b, d) for integration years 4–6 of the SUPER1 ensemble. (a, c): black dots indicate grid points where changes are nonsignificant at the 95 % confidence level; (b, d): only changes statistically significant at 95 % confidence for at least one of the wind components are shown.
explains why the inter-hemispheric asymmetry becomes apparent with increasing magnitude of the eruption.

In both the Arctic and the Antarctic, the regions with the strongest simulated sea-ice response correspond to key regions for sea-ice and ice-cap variability found in reconstructions and observations. For instance, extensive increases in September Arctic sea-ice concentrations are simulated in the Canadian Arctic Archipelago and in Baffin Bay (Fig. 5c). This is in agreement with records of ice-cap growth from Arctic Canada covering the last millennium and indicating a strong link with large volcanic eruptions (Anderson et al., 2008; Miller et al., 2012). In our simulations, internal variability of Antarctic sea ice is stronger for total area and weaker for total volume compared to Arctic sea ice (Fig. 3; note that total Antarctic sea-ice volume is almost half its Arctic counterpart). As shown by the forced responses, hemispheric metrics for the Arctic often mask strong, spatially heterogeneous variability (Fig. 6c), as also indicated by observations (e.g., Simpkins et al., 2012, 2013). The interplay between large-scale dynamics and local processes highlights several relevant mechanisms and features, which need to be reliably represented in models to build confidence in the simulated representation of post-eruption sea-ice evolutions, particularly for the Antarctic. These include, among others, the global hydrological cycle, the downward propagation of polar vortex signals, ENSO, the global oceanic conveyor of heat and the atmospheric forcing of the Antarctic circumpolar current (ACC).

The downward propagation of volcanically forced stratospheric signals, especially the post-eruption strengthening of the stratospheric polar vortex, is important for the initial dynamical atmospheric response to explosive volcanic eruptions (e.g., Stenchikov et al., 2006; Fischer et al., 2007; Zanchettin et al., 2012). The stratospheric polar vortex significantly strengthens after the eruption in both hemispheres in HIST2, SUPER1 (Fig. S4 in the Supplement) and SUPER2, with duration tracing that of the imposed radiative anomaly, but it does not in HIST1 (not shown). Signals in the polar mid-latitudes are robust only for supervolcano eruptions (compare Fig. 7b). Larger ensembles could determine whether the lack of robust dynamical atmospheric responses for historical eruptions reflects a low signal-to-noise ratio rather than a true lack of dynamical response. The latter hypothesis, however, is supported by the deficient representation of stratospheric dynamics and stratosphere-troposphere coupling in latest-generation “low-top” coupled general circulation models (CGCMs) (Charlton-Perez et al., 2013; Omrani et al., 2014), a characteristic which is shared by the version of MPI-ESM used here.

Similar concerns arise about the simulated southern tropospheric midlatitude jet, e.g., its climatological position too close to the equator (e.g., Swart and Fyfe, 2012). Furthermore, simulated Antarctic sea-ice variability and sensitivity to external disturbances may also suffer from an imperfect description of tropospheric internal dynamics, e.g., those related to variability in the Southern Annular Mode (Simpson et al., 2012) and of the associated surface wind variability (Zhang, 2013). In particular, the strength and latitudinal position of the circumpolar winds affect the Antarctic sea ice via the Ekman transport (Maksym et al., 2012; Landrum et al., 2012; Weijer et al., 2012). In our simulations the total Antarctic sea-ice volume does not support the early post-eruption horizontal expansion phase (Fig. 3b, d) leading to sea-ice thinning. This contrasts other model-based indications that wind intensification tends to increase Antarctic sea-ice volume through increased ridged ice production (Zhang, 2014). The post-eruption initial resilience of total Antarctic sea-ice volume may therefore reflect a truly distinct dynamical behavior related to extremely strong volcanic forcing, but it may also reflect poor representation of near-surface atmospheric circulation. This is important for the case discussed here, given also the marked seasonal character of Antarctic sea-ice response to the volcanic perturbation during the delayed contraction phase (Fig. 4d).

The timing of the strongest post-eruption surface cooling at equatorial latitudes, delayed with respect to that at midlatitudes, strongly contributes to the post-eruption strengthening of meridional gradients (Fig. 7). This equatorial cooling has a strong imprint in the Pacific in the form of an apparent phasing of ENSO on a delayed La Niña state. This robust response of ENSO to the volcanic perturbation occurs after the maximum global surface cooling (compare with Fig. 2a), when the Toba/SUPER1 ensemble indicates a nonsignificant, though tendentially warm, ENSO response (Timmreck et al., 2010). ENSO in this version of MPI-ESM was consistently found to be only weakly sensitive to volcanic forcing for a selection of eruptions comparable to historical ones in transient climate simulations covering the last millennium, with an only tendential response towards a cold (La Niña) anomaly (Zanchettin et al., 2012). Nonetheless, two considerations limit our confidence regarding the simulated forced behavior of ENSO. First, ENSO’s representation is still a challenge for coupled climate models (e.g., Guilyardi et al., 2009) and MPI-ESM–COSMOS-Mill produces ENSO fluctuations that are too strong and too regular (compare Jungclaus et al., 2006). Second, while observations are still insufficient to draw confident conclusions about the role of ENSO in post-eruption dynamics of tropical and extra-tropical climates, a recent reconstruction points to a robust ENSO response to the largest historical tropical eruptions, consisting of immediate cooling followed by anomalous warming one year after (J. Li et al., 2013). The disagreement between indications from this paleoclimate record and from MPI-ESM–COSMOS-Mill simulations asks for additional dynamical investigations that are beyond the scope of this study.

The strength of the ACC is overestimated in MPI-ESM–COSMOS-Mill (Marsland et al., 2003; compare also: Jungclaus et al., 2013). Implications for the diagnosed post-eruption Antarctic sea-ice evolutions and for the global redistribution of ocean heat anomalies are difficult to disentangle
without dedicated sensitivity experiments. We note, however, that an overly strong and displaced ACC corresponds to a biased structure and strength of the subpolar gyres and of associated oceanic convective activity. In fact, the ocean model MPIOM largely overestimates the mixed layer depth in the Ross Sea and Weddell Sea gyres (Griffies et al., 2009). The Weddell Sea gyre is associated with the occurrence of a small permanent polynya (Marsland et al., 2003). Biases of this kind could be relevant for the delayed reduction diagnosed in Antarctic sea ice (Fig. 6d) as well as for the propagation of heat anomalies into the deep ocean (Fig. 11c, d). As shown by different models, ocean/sea-ice mechanisms during the sea-ice growth phase are strongly interrelated with oceanic stratification and ocean vertical heat transport. In a weakly stratified Southern Ocean, ice melting from ocean heat flux decreases faster than ice growth, leading to an increase in net ice production and hence an increase in ice mass (Zhang, 2007). In the Community Climate System Model version 3, the freshwater flux between Antarctic sea ice and the Southern Ocean is closely intertwined with ocean convection and deep-ocean heat uptake (Kirkman and Bitz, 2011). On the one hand, a (climatologically) excessively mixed Southern Ocean, as in MPIOM (Griffies et al., 2009), implies reduced efficiency of external forcings to produce anomalous heat fluxes. On the other hand, locally excessive convective strength as in the Weddell Sea would imply enhanced oceanic heat losses to the atmosphere. Consequently, simulated estimates of post-eruption global air-surface cooling (e.g., Timmreck et al., 2010) may be biased towards being too conservative.

A link exists between the internally generated multidecadal- and centennial-scale variability of the Weddell Sea sea-ice cover and of the AMOC in the Kiel Climate Model (Park and Latif, 2008), where oceanic deep convection within the Weddell Sea gyre plays a central role in the inter-hemispheric connection (Martin et al., 2013). Ascribing a similar bipolar ocean seesaw to the decadal-scale volcanically forced evolutions presented here, one would expect that the enhanced deep convection in the Weddell Sea (Fig. 11c, d) hampers the southward deep-water flow in the North Atlantic, i.e., promotes an AMOC slowdown. Overly strong ocean convection in the Weddell Sea could accordingly help explain the overall weaker post-eruption AMOC strengthening in MPI-ESM-COSMOS-Mill compared to other CGCMs, as discussed in Zanchettin et al. (2012). We note nonetheless that this has likely only faint implications for the post-eruption decadal Arctic sea-ice evolution, since the northward oceanic heat transport at subpolar and polar latitudes is largely determined by the gyre circulation (Fig. 8b; see also Zanchettin et al., 2012, 2013a).

Perturbation experiments like the supervolcano experiments described here highlight known limits and less understood features of CGCMs and earth system models, and might therefore help to delimit the reliability of their forced dynamical climate responses in more general contexts. We foresee several advantages in a more extensive employment of supervolcano simulations as an analog of, e.g., sudden warming experiments. The restoration from the induced cold anomaly highlights variability modes and teleconnections that would arise under background warming conditions due predominantly to internal climate variability, whereas externally forced warming experiments produce forced anomalous patterns of climate variability. We remark on the fact that our five-member Toba simulation ensemble was sufficient to yield largely significant, and hence coherent, dynamical responses. Thus, such a small-size ensemble allows for confident inferences about simulated forced global (Timmreck et al., 2010) as well as regional (Timmreck et al., 2012) changes. As shown here, supervolcano experiments allow us to gain insights regarding the relative importance of the thermodynamical and dynamical components of sea-ice responses to imposed negative net radiative imbalances. Such separation highlights differences in the internal hemispheric dynamics related to external radiative perturbations.

5 Conclusions

Ensemble earth system model simulations depict interhemispheric differences in the decadal sea-ice response to strong volcanic eruptions regarding both the sensitivity to the forcing and the sign of the induced anomalies. Arctic sea ice is very sensitive to volcanic forcing owing especially to its strong exposure to externally forced changes in meridional heat transport. By contrast, Antarctic sea ice appears to be less susceptible to volcanic forcing and responds only to extremely large (so-called supervolcano) eruptions. In further contrast to Arctic sea ice, the post-eruption evolution of Antarctic sea ice is mostly determined by feedbacks that set in within the Antarctic region. Whereas Arctic sea ice robustly expands for a prolonged period after major volcanic eruptions, the post-eruption Antarctic sea-ice evolution includes an initial short-lived expansion and a subsequent prolonged contraction phase. This sea-ice asymmetry reflects the potential of volcanic forcing to significantly affect interhemispheric interannual to decadal climate variability in a broader context. Nonetheless, key processes implied in the generation of the asymmetry include less understood and hence poorly simulated features. This poses non-negligible caveats when extrapolating simulation-based inferences to the real climate system. In this sense, idealized supervolcano perturbation experiments could serve the assessment of climate models’ performances under strong forcing conditions.
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