The exponential eigenmodes of the carbon-climate system, and their implications for ratios of responses to forcings
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Abstract. Several basic ratios of responses to forcings in the carbon-climate system are observed to be relatively steady. Examples include the CO$_2$ airborne fraction (the fraction of the total anthropogenic CO$_2$ emission flux that accumulates in the atmosphere) and the ratio $T/Q_E$ of warming ($T$) to cumulative total CO$_2$ emissions ($Q_E$). This paper explores the reason for such near-constancy in the past, and its likely limitations in future.

The contemporary carbon-climate system is often approximated as a set of first-order linear systems, for example in response-function descriptions. All such linear systems have exponential eigenfunctions in time (an eigenfunction being one that, if applied to the system as a forcing, produces a response of the same shape). This implies that, if the carbon-climate system is idealised as a linear system (Lin) forced by exponentially growing CO$_2$ emissions (Exp), then all ratios of responses to forcings are constant. Important cases are the CO$_2$ airborne fraction (AF), the cumulative airborne fraction (CAF), other CO$_2$ partition fractions and cumulative partition fractions into land and ocean stores, the CO$_2$ sink uptake rate ($k_S$, the combined land and ocean CO$_2$ sink flux per unit excess atmospheric CO$_2$), and the ratio $T/Q_E$. Further, the AF and the CAF are equal. Since the Lin and Exp idealisations apply approximately to the carbon-climate system over the past two centuries, the theory explains the observed near-constancy of the AF, CAF and $T/Q_E$ in this period.

A nonlinear carbon-climate model is used to explore how future breakdown of both the Lin and Exp idealisations will cause the AF, CAF and $k_S$ to depart significantly from constancy, in ways that depend on CO$_2$ emissions scenarios. However, $T/Q_E$ remains approximately constant in typical scenarios, because of compensating interactions between CO$_2$ emissions trajectories, carbon-climate nonlinearities (in land–air and ocean–air carbon exchanges and CO$_2$ radiative forcing), and emissions trajectories for non-CO$_2$ gases. This theory establishes a basis for the widely assumed proportionality between $T$ and $Q_E$, and identifies the limits of this relationship.

1 Introduction

The global carbon-climate system has a number of stable properties, despite massive anthropogenic perturbation since the onset of industrialisation in the 18th century. The CO$_2$ airborne fraction (the fraction of the total anthropogenic CO$_2$ emission flux that accumulates in the atmosphere) has stayed close to a mean of about 0.44 for the last 50 yr, despite significant interannual variability and a small observed trend (Le Quéré et al., 2009). The ratio $T/Q_E$ of warming ($T$) to cumulative total CO$_2$ emissions ($Q_E$) is also close to steady, not only in the past but in many future projections (Allen et al., 2009; Meinshausen et al., 2009; Matthews et al., 2009; Raupach et al., 2011), at around 2 K per trillion tonnes of carbon.

This paper investigates the conditions under which ratios like the airborne fraction and $T/Q_E$ are steady, and the limits of such behaviour. The approach is to identify some general analytic properties of linearised models of the carbon-climate system, and then to test the limits of this idealisation. This is done in three steps, tackled respectively in Sects. 2, 3 and 4. First, it is shown in Sect. 2 that a wide class of first-order linear systems has exponential eigenfunctions (functions that, when applied to the system as a forcing, produce a response of the same shape), and that for this class of systems, all ratios of responses to forcings are constant. Next, in Sect. 3,
this basic theorem is applied to the carbon-climate system under a “LinExp” idealisation, in which the system is linear or linearised (Lin) and is forced with exponentially growing anthropogenic CO$_2$ emissions (Exp). In this idealisation, constant ratios include the CO$_2$ airborne fraction, its cumulative counterpart, other CO$_2$ partition fractions, the CO$_2$ sink uptake rate, and the ratio $T/Q$. These predictions are tested directly against observations. Finally, in Sect. 4, the predictions of the LinExp idealisation are compared with predictions from a nonlinear model of the carbon-climate system, to investigate the applicability of the LinExp idealisation to future projections. Mathematical and modelling details are given in Appendices A and B, respectively.

The restricted LinExp world is not as great a distortion of current reality as might at first appear. Assumption Exp is historically approximately true for total CO$_2$ emissions from fossil fuel combustion and net deforestation from 1750 to 2010 (Jarvis et al., 2012, and Fig. 1 below), and CO$_2$ is the dominant net anthropogenic radiative forcing because of past near-cancellation of anthropogenic forcings from non-CO$_2$ gases and from non-gaseous influences, mainly aerosols (IPCC, 2007). Assumption Lin is widely used in the form of response-function models for parts of the global carbon cycle (for example, Joos et al., 1996; Trudinger et al., 2002; Enting, 2007; Li et al., 2009), and for the response of the global climate system to specified radiative forcing (for example, Huntingford and Cox, 2000; Hansen et al., 2008; Li and Jarvis, 2009). There are nonlinearities in the coupling between these linear model components, especially through the dependence of CO$_2$ radiative forcing and the ocean–air and land–air carbon exchanges on CO$_2$ concentration. These are incorporated in many models of the coupled carbon-climate system through weakly nonlinear coupling between otherwise linear model components (Hasselmann et al., 1997; Petschel-Held et al., 1999; Hooss et al., 2001; Joos et al., 2001, 2012; Raper et al., 2001; also the nonlinear model used here). Fully linear versions of such models can always be developed within a limited subspace around any given state of the Earth system, because a weakly nonlinear carbon-climate model can be linearised about that state. For these reasons, the LinExp idealisation turns out to be a useful approximate description of many aspects of the carbon-climate system from the 18th to the early 21st century. However, both the Lin and Exp assumptions will almost certainly break down in the future, with consequences to be investigated in Sect. 4.

The mathematical analysis in this paper was presaged many years ago by Bacastow and Keeling (1979), who showed that the CO$_2$ airborne fraction and related flux partition ratios are constant in the LinExp idealisation. Here, this is extended to all ratios between fluxes and state variables in the coupled carbon-climate system, and the limits of the idealisation are explored.

# 2 Theory

## 2.1 General and linearised carbon-climate models

A model for the carbon-climate system can be regarded as a set of nonlinear equations

$$\frac{dx}{dt} = f(t) + \Phi(x),$$

where $x(t)$ is a carbon-climate state vector of matter and energy stores (here taken to be perturbations about a preindustrial equilibrium state $x = 0$), $f(t)$ a vector of anthropogenic forcing fluxes, $\Phi(x)$ a vector of system response fluxes, and $t$ time. The forcing flux vector $f(t)$ is externally prescribed. The response flux vector $\Phi(x)$, the net fluxes into different stores ($x$) arising from the response of the system to forcing, is specified by nonlinear “phenomenological equations” embodying model parameterisations.

Equation (1) is a general representation of a carbon-climate model of any sophistication. The dimension of the state vector $x(t)$ may be of order 10 for a simple, globally aggregated model, or $10^7$ for a sophisticated, spatially resolved model.

The response flux vector $\Phi(x)$ can be linearised as $-Kx$, where $-K$ is the system response matrix (see Appendix A1). Then, Eq. (1) becomes a linear system of first-order ordinary differential equations:

$$\frac{dx}{dt} = f(t) - Kx \quad \text{with} \quad x(0) = 0.$$  

The solution of this linear system for state variables $x(t)$ is

$$x(t) = \int_0^t G(t - \tau) f(\tau) \, d\tau,$$

where $G(t)$ is the matrix pulse response function (PRF), Green’s function or impulse response function for the system; see references in the Introduction for carbon-climate applications. The element $G_{ij}(t)$ of $G(t)$ is the fraction of a pulse input at time $t = 0$ into store $j$ that appears at time $t$ in store $i$. Formally, the PRF is given by $G(t) = \exp(-Kt)$, where $\exp$ denotes the matrix exponential (Glendinning, 1994); a more practical expression for $G(t)$ is given below.

## 2.2 Normal modes

In Eq. (2), the system response matrix $K$ has off-diagonal terms representing coupling or feedback between different components of $x$. A standard technique for treating coupled linear problems of this sort is the method of normal modes (Gershenfeld, 1999, p. 12; Enting, 2007). The principle (see Appendix A2 for detail) is to transform the state space into a reference frame in which $K$ becomes a diagonal matrix $\Lambda$ and the state variables $x(t)$ become new variables $y(t)$, the “normal modes”. In the new reference frame, Eq. (2) becomes:

$$\frac{dy}{dt} = U^{-1} f(t) - \Lambda y \quad \text{with} \quad y(0) = 0,$$

where $U$ is a matrix whose columns are the eigenvectors of $K$. The solution of this linear system can be integrated directly against observations. Finally, in Sect. 4, the predictions of the LinExp idealisation are compared with predictions from a nonlinear model of the carbon-climate system, to investigate the applicability of the LinExp idealisation to future projections. Mathematical and modelling details are given in Appendices A and B, respectively.
where \( \mathbf{U} \) is the matrix of column eigenvectors of \( \mathbf{K} \), and \( \Lambda \) is the diagonal matrix of its eigenvalues, \( \lambda^{(m)} \) (see Appendix A2). Because \( \Lambda \) is diagonal, this is a set of independent scalar equations that can be solved one by one. When the solution \( y(t) \) of Eq. (4) is transformed back to the original reference frame to yield \( x(t) \), the result is Eq. (3), with the elements \( G_{ij}(t) \) of the PRF explicitly identified as weighted sums of decaying exponential terms:

\[
G_{ij}(t) = \sum_m d_{ij}^{(m)} \exp\left(-\lambda^{(m)} t\right). \tag{5}
\]

The decay rates are the eigenvalues \( \lambda^{(m)} \) of \( \mathbf{K} \), and the weights \( d_{ij}^{(m)} \) are specified by the eigenvectors of \( \mathbf{K} \) (see Eqs. A15 and A16).

It is assumed henceforth that the exponentials in \( G_{ij}(t) \) decay in time (pending later verification in Sect. 4.1). This occurs when all eigenvalues \( \lambda^{(m)} \) of \( \mathbf{K} \) have positive real parts, so that the system defined by Eq. (2) is dynamically stable.

### 2.3 Eigenmodes

A linear system can be construed as a differential linear operator \( L \) acting on an input \( x(t) \) to produce an output \( L(x(t)) \). For the linear system of Eq. (2), the linear operator is

\[
L(x(t)) = \left( \frac{d}{dt} + \mathbf{K} \right) x(t) \tag{6}
\]

so that Eq. (2) becomes \( L(x(t)) = f(t) \).

An important attribute of any linear operator \( L \) is its set of eigenfunctions \( \psi(t) \), the functions for which the output is proportional to the input, so that \( L(\psi(t)) = \alpha \psi(t) \). The proportionality coefficient \( \alpha \) is the eigenvalue corresponding to the eigenfunction \( \psi(t) \). An eigenmode is described by both \( \alpha \) and \( \psi(t) \). If a linear system is forced with an eigenfunction, so that \( f(t) \) is proportional to \( \psi(t) \), then its response is the same eigenfunction.

For a first-order linear system, the eigenfunctions are exponentials in time (see Appendix A3 for a demonstration of this key fact). Therefore, an exponential forcing produces an exponential response with the same growth rate, so that ratios of responses to forcings are constant. For any other forcing, response/forcing ratios are not constant.

### 2.4 Ratios among fluxes and state variables

The above general result (that first-order linear systems have exponential eigenfunctions, so that response/forcing ratios are constant under exponential forcing) implies the following for LinExp systems: (a) all state variables grow at forcing rates, not response rates; (b) all ratios among state variables approach constant values; (c) all partition fractions (ratios of growth rates of state variables to the forcing flux) approach constant values; and (d) all ratios become independent of initial conditions faster than forcing rates. Sketch proofs are given in Appendix A4, using theory similar to Bacastow and Keeling (1979, their Appendix B).

These properties can be illustrated for one-dimensional systems obeying the scalar counterpart of Eq. (2), \( x' = f(t) - dx/dr \). The scalar partition fraction is the ratio \( x'(t)/f(t) \), the fraction of the forcing that appears instantaneously as increase in the perturbation store \( x(t) \). The cumulative partition fraction is \( x(t)/Q(t) \), the ratio of the response \( x(t) \) to the cumulative forcing \( Q(t) \), where the cumulative forcing is the integral of \( f(t) \) from time \( -\infty \) to \( t \). For a LinExp system, both fractions approach the same constant value (Appendix A4, Eq. A27):

\[
\frac{x(t)}{f(t)} = \frac{x(t)}{Q(t)} = \frac{r}{r + k} + \text{transient}. \tag{7}
\]

The transient term decays at the rate \( r + k \). Since \( r \) and \( k \) are both positive for the systems under consideration, this is larger than both the forcing rate (\( r \)) and the response rate (\( k \)).

In the multi-dimensional case, the partition fractions are the fractions of the forcing flux entering the perturbation stores \( x_i(t) \), and the cumulative partition fractions are the ratios of the stores themselves to cumulative forcing. When a LinExp system is forced exponentially with a growth rate \( r_1 \) in just the first component of the state vector \( x \), the partition fraction and cumulative partition fraction for store \( i \) both approach the same value (Appendix A4, Eq. A29):

\[
\frac{x_i(t)}{f_1(t)} = \frac{x_i(t)}{Q_1(t)} = \frac{r_1}{r_1 + \lambda^{(m)}} + \text{transient}, \tag{8}
\]

where \( Q_1(t) \) is the cumulative forcing in the first component of \( x \). This is a weighted sum of the constant partition ratios \( r_1/(r_1 + \lambda^{(m)}) \) for different modes \( m \) (compare with Eq. 7). The approach to this value occurs at a rate greater than \( r_1 \), for stable systems with \( \lambda^{(m)} > 0 \).

The key implication of the above theory is that for a LinExp system, all ratios among fluxes and perturbation state variables approach constant values. This occurs because all linear systems of the class of Eq. (2) have exponential eigenfunctions, so that an exponential forcing function yields a response in which all state variables and response fluxes grow exponentially with the same growth rate as the forcing. Moreover, the system response locks onto constancy of ratios among fluxes and state variables at a rate determined by the forcing flux (\( r_1 \) in Eq. 8), not the turnover rates for individual state variables (the elements of the system response matrix \( \mathbf{K} \)) or normal modes (the eigenvalues \( \lambda^{(m)} \) of \( \mathbf{K} \)). This means that even for state variables with very slow turnover rates, constant partition fractions and cumulative partition fractions are reached relatively quickly when the forcing grows rapidly (Bacastow and Keeling, 1979).
3 Comparing linear theory with observations

When the carbon-climate system is idealised as a LinExp system, constancy of ratios among fluxes and perturbation state variables implies that the following ratios are all constant: the CO$_2$ airborne fraction, the cumulative airborne fraction, other CO$_2$ partition and cumulative partition fractions into land and ocean stores, CO$_2$ sink rates, and the ratio ($T/Q_E$) of warming ($T$) to cumulative CO$_2$ emissions ($Q_E$). These predictions can all be tested.

3.1 CO$_2$ airborne fraction, cumulative airborne fraction and sink rate

The atmospheric CO$_2$ mass balance is (Le Quéré et al., 2009):

$$c_A' = f_E + f_L + f_M,$$

where $c_A$ is the perturbation atmospheric CO$_2$ store in PgC $(2.127([CO_2] - [CO_2]_0))$, with $[CO_2]$ the CO$_2$ mixing ratio in ppm and $[CO_2]_0=280$ ppm $=[CO_2]$ at preindustrial equilibrium; $c_A' = dc_A/dt$ is the atmospheric CO$_2$ accumulation rate in PgC $yr^{-1}$; $f_E$ is the total CO$_2$ emission flux ($f_E = f_{Foss} + f_{LUC}$, including emissions from fossil fuels and other industry, $f_{Foss}$, and from net land use change, $f_{LUC}$); and $f_L$ and $f_M$ are the CO$_2$ land (L) and ocean (M, marine) exchange fluxes. All fluxes have units PgC yr$^{-1}$ and are positive into the atmosphere. The cumulative CO$_2$ mass balance is the integral of Eq. (9) from 1750 (a nominal preindustrial time) to $t$, denoting cumulative fluxes as $Q$ (in PgC) and taking $c_A = 0$ at 1750:

$$c_A = Q_E + Q_L + Q_M. \quad Q_E(t) = \int_{1750}^{t} f_E(t) \, dt. \quad (10)$$

Fundamental carbon-cycle partition fractions are the airborne, land and ocean fractions (AF, LF and OF), respectively, the fractions of the total CO$_2$ emission flux remaining in the atmosphere and taken up by natural land and ocean CO$_2$ sinks:

$$AF = \frac{c_A'}{f_E}, \quad LF = \frac{f_L}{f_E}, \quad OF = \frac{f_M}{f_E}. \quad (11)$$

Correspondingly, the cumulative airborne, land and ocean fractions (CAF, CLF and COF) are the fractions of cumulative CO$_2$ emissions ($Q_E$) appearing in atmospheric, land and ocean stores:

$$CAF = \frac{c_A}{Q_E}, \quad CLF = \frac{Q_L}{Q_E}, \quad COF = \frac{Q_M}{Q_E}. \quad (12)$$

Conservation of mass ensures that $AF + LF + OF = 1$ and $CAF + CLF + COF = 1$.

If the carbon cycle obeys the LinExp idealisation, then the partition fractions and cumulative partition fractions are all constant in time and equal for each store, as shown by Eq. (8):

$$AF = CAF = constant \quad LF = CLF = constant \quad OF = COF = constant. \quad (13)$$

An observable quantity related to the AF is the CO$_2$ sink rate $k_S$, the strength of the combined land and ocean CO$_2$ sink per unit excess CO$_2$, with dimension 1/time:

$$k_S = -\frac{f_L - f_M}{c_A} = \frac{f_E - c_A'}{c_A}. \quad (14)$$

The latter equality follows from Eq. (9). The AF and $k_S$ are related diagnostic quantities, because $k_S = (1 - AF) f_E/c_A$, and both can be inferred from observations of $f_E$ and $c_A$.

The sink rate $k_S$ has several properties: first, it is a measure of the “efficiency” of land and ocean CO$_2$ sinks, in the sense of sink strength per unit excess CO$_2$ (Gloore et al., 2010). Second, $k_S$ can be readily split into separate contributions from land and ocean sinks, $k_S = k_L + k_M$, with $k_L = -f_L/c_A$ and $k_M = -f_M/c_A$, to yield separate efficiency measures for land and ocean sinks. Third, $1/k_S$ is a natural time scale for land and ocean CO$_2$ sinks, since $k_S$ is the instantaneous fractional rate of decrease of excess CO$_2$ due to sinks. Fourth, it can be shown (Appendix A5) that $k_S$ is a time-dependent weighted mean of the turnover rates in the carbon cycle, with weights dependent on perturbation carbon stores.

For a LinExp carbon cycle, $k_S$, $k_L$ and $k_M$ are all constant, because $f_L$, $f_M$ and $c_A$ all increase exponentially at the same rate (the exponential forcing rate). However, $k_S$ is far from constant with non-exponential emissions, as shown in the next section.

To compare the LinExp predictions for the AF, CAF and $k_S$ with observations, it is first necessary to test whether CO$_2$ emissions have grown exponentially. Figure 1 (upper panel) compares total CO$_2$ emissions $f_E(t)$ with an exponential trajectory from 1850 to 2011, using an average growth rate of 1.89% yr$^{-1}$ = (1/53) yr$^{-1}$ or a doubling time of 36.7 yr (also see Jarvis et al., 2012). The short-term growth rate has oscillated around this average value, decreasing below it in the 1980s and 1990s and accelerating above it in the first decade of the 2000s (Le Quéré et al., 2009). Total cumulative CO$_2$ emissions $Q_E(t)$ have followed an exponential trajectory with the same growth rate remarkably closely since 1850 (Fig. 1, lower panel), apart from a small dip in the two decades before 1950 and a subsequent recovery in the two following decades. This indicates that departures of emissions $f_E(t)$ from exponential behaviour have not been systematic.

Figure 2 shows the observed AF and CAF (from annual CO$_2$ data) for 1850 to 2011, suggesting at first sight that the LinExp prediction (AF = CAF = constant) is quite a good approximation. Figure 3 demonstrates a near-proportional relationship between perturbation atmospheric CO$_2$ and cumulative total CO$_2$ emissions, the slope of which is the CAF. From
1959 to 2011, the average AF was 0.44 ± 0.15 and the average CAF was 0.414 ± 0.011 (1σ over annual values). Observational uncertainties are too large to infer the detailed behaviour of the AF or CAF prior to 1959, the start of in situ atmospheric CO₂ measurements.

Although the LinExp idealisation is consistent with the observed near-constancy of the AF and CAF, further evidence suggests that departures from LinExp behaviour are observable in the carbon cycle. This evidence is of two kinds. First, recent papers (Canadell et al., 2007; Raupach et al., 2008; Le Quéré et al., 2009) have suggested that there is a detectable increasing trend in the AF from 1959 to the early 2000s, at a relative growth rate of 0.2 to 0.3 % yr⁻¹. This finding has been contested on several grounds, mainly questioning the attribution of the observed trend in the AF rather than its existence: the observed trend has been attributed to slower-than-exponential growth in \( f_E \) (Gloor et al., 2010), to particular events such as volcanic eruptions and ENSO (El Niño-Southern Oscillation) events (Frölicher et al., 2012; Sarmiento et al., 2010), or to errors in CO₂ emissions data in the 1990s and early 2000s (Francey et al., 2010). Reconciliation of these different views on the attribution of observed AF trends is undertaken elsewhere.

Second, the LinExp prediction of constant \( k_S \) is tested in Fig. 4 by plotting direct observations of \( k_S \) from 1850 to 2011. From 1959 to 2011, \( k_S \) declined significantly, by a
factor of around 1/3. As with the AF, observational uncertainties prevent statements about trends before 1959. The observed behaviour of $k_S$ is not in accord with the LinExp idealisation, or with the assumption (Gloor et al., 2010) that $k_S$ is constant.

3.2 Ratio of warming to cumulative emissions

Several recent papers (Allen et al., 2009; Meinhausen et al., 2009; Matthews et al., 2009; Zickfeld et al., 2009) used numerical carbon-climate models to propose a near-linear relationship between global temperature perturbation ($T$) and cumulative total CO$_2$ emissions ($Q_E$):

$$T = \alpha Q_E.$$  
(15)

The slope $\alpha$ is a form of transient climate sensitivity with units K EgC$^{-1}$ (1 EgC or 1 exagram of carbon is $10^{18}$ gC or 1 trillion tonnes of carbon). Matthews et al. (2009) have called $\alpha$ the “carbon-climate response”. From Eq. (8), such a linear relationship holds under a LinExp idealisation of the coupled carbon-climate system, noting that this involves linearised descriptions of processes such as the dependence of radiative forcing on CO$_2$ and other greenhouse gas concentrations (see Appendix B). The LinExp idealisation identifies conditions under which a proportional relationship between $T$ and $Q_E$ can be expected, and also suggests that proportionality is likely to fail as either or both of the Lin and Exp assumptions break down.

Equation (15) is tested in Fig. 5 by plotting observed $T$ against $Q_E$. The plot is noisier than Fig. 3 (observed $c_A$ against $Q_E$) but suggests that Eq. (15) is a useful approximation. The regression slope over the recent period (1959 to end of 2011; $\alpha = 2.13 \pm 0.13$ K EgC$^{-1}$) is higher than over the whole record (1750 to 2011; $\alpha = 1.47 \pm 0.05$ K EgC$^{-1}$). These values bracket the widely quoted slope in Eq. (15) of $\alpha \approx 2$ K EgC$^{-1}$ (Allen et al., 2009).

4 Future breakdown of the LinExp idealisation

Figures 2 to 5 show that the LinExp idealisation applies approximately to the carbon-climate system from 1750 to the present, providing an explanation for the observed near-constancy of the AF, CAF and $T/Q_E$. It is highly likely that the LinExp idealisation will break down in future, causing the AF, CAF and the CO$_2$ sink rate $k_S$ to depart significantly from constancy. This can happen for one or more of three reasons: departures from linearity (failure of Lin), departures of emissions from exponential trajectories (failure of Exp), and the effects of radiative forcing agents other than CO$_2$. Here, these effects are assessed by comparing predictions from the
Fig. 6. Total CO$_2$ emissions ($f_E$) and predictions for CO$_2$ concentration and temperature $T$, with analytic emission scenarios for CO$_2$ and non-CO$_2$ gases yielding cumulative total CO$_2$ emissions $Q_E(\infty)$ from 1000 to 3000 PgC (details in Appendix B). Left and right panels show plots against time and $Q_E(t)$, respectively. In lower right panel, large points are IPCC AR4 projections (IPCC, 2007) for $T(Q_E)$ in 2100 for SRES marker scenarios (from left) B1, A1T, B2, A1B, A2, A1FI, with 17–83 % uncertainties; small points are C4MIP projections (Matthews et al., 2009). Data sources: Appendix C.

LinExp idealisation with those from a nonlinear model of the carbon-climate system.

4.1 Nonlinear model

The nonlinear model is the Simple Carbon-Climate Model (SCCM) (Raupach et al., 2011; Harman et al., 2011). The form used here is briefly described Appendix B. SCCM is a globally aggregated model of the carbon-climate system, an approach with long antecedents (for example, Oeschger et al., 1975; also other references for response-function models given in the Introduction). Model state variables are carbon masses in the atmosphere, fast and slow land C stores and a set of ocean C stores; the atmospheric concentrations of CH$_4$, N$_2$O and CFCs; and global perturbation temperature components. Radiative forcing of climate occurs from CO$_2$, CH$_4$, N$_2$O, CFCs and aerosols. The model includes nonlinearities of several kinds: the response of terrestrial carbon assimilation to CO$_2$, ocean carbonate chemistry, temperature
responses of land–air and ocean–air CO$_2$ exchanges, and the response of radiative forcing to gas concentrations. Model forcing is with prescribed emissions trajectories for CO$_2$ and non-CO$_2$ gases. The model also includes the response of terrestrial net primary production to volcanic eruptions, forced with an externally prescribed volcanic aerosol index. SCCM can be linearised analytically, by determining the model Jacobian and thence forming a tangent linear model. The eigenvalues $\lambda^{(m)}$ of $K$ (the negative of the model Jacobian, from Eq. A2) are indeed all positive, confirming that the model is dynamically stable.

To characterise model performance, Fig. 6 shows SCCM predictions for CO$_2$ concentration [CO$_2$] and temperature $T$, with forcing from observed past emissions and analytic scenarios for future emissions of CO$_2$, CH$_4$, N$_2$O and CFCs. Future total CO$_2$ emissions $f_E(t)$ (top row of Fig. 6) are prescribed using a smooth analytic peak-and-decline trajectory (Raupach et al., 2011) such that the all-time cumulative total CO$_2$ emission $Q_E(\infty)$ takes values from 1000 to 3000 PgC in 500 PgC steps. Here $Q_E(\infty)=1000$ PgC yields a strong-mitigation trajectory for CO$_2$ emissions akin to Representative Concentration Pathway (RCP) scenario RCP3pd (Moss et al., 2010; van Vuuren et al., 2011), and $Q_E(\infty)=3000$ PgC yields a trajectory akin to the Special Report on Emissions Scenarios (SRES) A1B scenario (Nakicenovic et al., 2000). Emission trajectories for other gases are the same across all cases in Fig. 6 (see Appendix B for details). The left panels in Fig. 6 show plots of $f_E(t)$, [CO$_2$](t) and $T(t)$ against time $t$, while the right panels show the same quantities plotted against a different clock, cumulative CO$_2$ emissions $Q_E(t)$ defined by Eq. (10), to yield trajectories $f_E(Q_E)$, [CO$_2$](Q_E) and $T(Q_E)$.

Figure 6 shows broad agreement between SCCM predictions and past observations of [CO$_2$] and $T$. For the future, predictions for [CO$_2$] as a function of $Q_E$ (Fig. 6, middle right panel) are close to straight lines up to near the time of the peak in CO$_2$, and decline thereafter. (A linear relationship [CO$_2$](Q_E) is equivalent to a constant CAF=$c_A/Q_E$). Predictions for $T$ as a function of $Q_E$ (Fig. 6, lower right panel) fall close to a straight line with slope $T/Q_E$ about 1.8 K PgC$^{-1}$, broadly consistent with the observed past behaviour for this relationship (Fig. 5) and with Eq. (15). The different behaviours of [CO$_2$](Q_E) and $T(Q_E)$ beyond the time of peak CO$_2$ arise because temperature $T$ declines from its peak much more slowly than CO$_2$ (Raupach et al., 2011).

In Fig. 6 (lower right panel), present predictions for $T(Q_E)$ are compared with projections from two model ensembles: the models used in the Fourth Assessment of the Intergovernmental Panel on Climate Change (IPCC AR4) (IPCC, 2007), and 11 coupled carbon-climate models in the C4MIP intercomparison (Friedlingstein et al., 2006; Matthews et al., 2009). The IPCC AR4 projections included forcing from multiple gases but no interactive carbon cycle, while the C4MIP projections used forcing from CO$_2$ only but included an interactive carbon cycle. Present predictions fall within the envelopes of both model ensembles. Differences between the ensembles are assessed below (Sect. 4.2, Fig. 8).

Figure 7 shows SCCM predictions of AF, CAF and $k_S$ with analytic scenarios for future emissions of CO$_2$ and non-CO$_2$ gases (CH$_4$, N$_2$O, CFCs) yielding cumulative total CO$_2$ emissions $Q_E(\infty)$ from 1000 to 3000 PgC. Model details as for Fig. 6. Error bands on observations are $\pm$ 1σ. Data sources: Appendix C.
predicted AF varies strongly with CO\(_2\) emissions, decreasing progressively more rapidly as \(Q_E(\infty)\) decreases, and becoming negative when the CO\(_2\) concentration starts to decline (Fig. 6, middle row). The CAF is much less variable but still responds to changes in \(Q_E(\infty)\), increasing slightly in future for the high-emission scenario (\(Q_E(\infty) = 3000\) PgC) and decreasing for the lowest-emission scenario (1000 PgC), with the decrease occurring mainly beyond the time of peak CO\(_2\), consistent with Fig. 6 (middle right panel). The sink rate \(k_S\) declines strongly in all future predictions, by a factor of order 3 from 2000 to 2100 and with further decreases thereafter, continuing a trend already evident in past observations (Fig. 4).

### 4.2 Attribution of future departures from LinExp

Under the LinExp idealisation, AF, CAF, \(k_S\) and \(T/Q_E\) would all be constant, with AF = CAF (Eq. 13). For future trajectories of AF, CAF and \(k_S\) this is clearly far from the case (Fig. 7), while for \(T/Q_E\), approximate constancy is observed (Fig. 6, lower right panel). To diagnose the reasons for these quite different behaviours, Fig. 8 shows predictions for CO\(_2\) concentration and global temperature (\(T\)) from five versions of SCCM at a sequence of levels of simplification ranging from the full nonlinear model to the LinExp idealisation. The same forcing (the high-emission case \(Q_E(\infty) = 3000\) PgC in Fig. 6) is used in every version except the last. Schematically, the components in the five model versions are:

\[
\begin{align*}
V1\text{(full model):} & \quad \text{LinExp} + \text{NonExp} + \text{NonLin} + \text{Coupling} + \text{NonCO2} \\
V2\text{(CO2 only):} & \quad \text{LinExp} + \text{NonExp} + \text{NonLin} + \text{Coupling} \\
V3\text{(uncoupled):} & \quad \text{LinExp} + \text{NonExp} + \text{NonLin} \\
V4\text{(Lin):} & \quad \text{LinExp} + \text{NonExp} \\
V5\text{(LinExp):} & \quad \text{LinExp}.
\end{align*}
\]

Version 1 (full model) includes all processes represented in SCCM. V2 (CO2 only) removes radiative forcing from non-CO2 gases and aerosols. V3 (uncoupled) also removes carbon-climate coupling arising from the dependence of CO2 fluxes on global temperature (a surrogate for all dependencies of fluxes on physical climate). V4 (Lin) is a fully linearised counterpart of V3 in which all equations for CO2 fluxes and CO2 radiative forcing have been linearised, and volcanic influences on the carbon cycle removed. V5 (LinExp) uses the same linearised model as V4, but with an exponential CO2 emissions trajectory \(f_E(t)\).

Considering first the trajectories of \([CO2]\) and \(T\) as functions of time (left panels in Fig. 8), the prediction for \([CO2]\) shows little response to the removal of non-CO2 forcing (the step from V1 to V2) except beyond 2100 when warming is large and some decrease in \([CO2]\) is observed because of carbon-climate coupling. The same simplification step yields a comparable relative decrease in perturbation \(T\) (Fig. 8, lower left panel). The removal of carbon-climate coupling (step V2 to V3) has a large effect on both \([CO2]\) and \(T\), decreasing predicted \([CO2]\) by over 100 ppm (680 to 550) in 2100 with larger decreases thereafter, and decreasing \(T\) by a further 0.5 K in 2100 and 1 K in 2200, on top of the decrease from V1 to V2. These changes in \([CO2]\) and \(T\) in response to carbon-climate coupling fall within the wide range of responses found in carbon-climate model intercomparisons using high emission scenarios (Friedlingstein et al., 2006; Sitch et al., 2008). The effect of lineariisation of CO2 dynamics and radiative forcing (step V3 to V4) is a moderate additional decrease in \([CO2]\) and a small additional decrease in \(T\). Finally, imposing an exponential rather than a peak-and-decline CO2 emissions trajectory (step V4 to V5) has a large effect on both \([CO2]\) and \(T\), producing exponentially growing perturbation \([CO2]\) and \(T\) in accordance with the above theoretical results for a LinExp system.

The picture is different when trajectories of \([CO2]\) and \(T\) are plotted against cumulative emissions \(Q_E(t)\) (right panels in Fig. 8). Using this clock (as in the right panels of Fig. 6), the full model (V1) produces trajectories \([CO2](Q_E)\) and \(T(Q_E)\) that are close to straight lines. The behaviour of \(T(Q_E)\) with the full model replicates Fig. 6 (lower right panel). For \([CO2](Q_E)\), near-straight-line behaviour is observed up to times a little before the peak in \([CO2]\), but not thereafter (Raupach et al., 2011) (compare with Fig. 6, middle right panel); this behaviour fills the whole of Fig. 8 (middle right panel) because the peak in CO2 occurs far in the future (well after 2300) under the high-emission scenario used. As the model is simplified sequentially from V1 to V4, the trajectories \([CO2](Q_E)\) and \(T(Q_E)\) fall progressively below the approximate straight lines for V1, in increments similar to those seen in the corresponding plots against time. The last simplification to reach the LinExp idealisation (V5) yields straight-line trajectories for both \([CO2](Q_E)\) and \(T(Q_E)\), consistent with theory (Eq. 12). These trajectories are close to those predicted by the full model (V1).

Also shown in Fig. 8 (lower right panel) are estimates of \(T(Q_E)\) from the IPCC AR4 and C4MIP projections, as in Fig. 6. The C4MIP projections used forcing from CO2 only with a coupled carbon cycle, and so correspond with model V2 above, while the IPCC AR4 projections included multigas forcing but no carbon-climate coupling, and so do not correspond with any of V1 to V5. Values of \(T(Q_E)\) from the C4MIP projections tend to lie below those from IPCC AR4 projections, and scatter around the prediction for model V2 (orange line) in Fig. 8.

In summary, near-linear behaviour for the trajectories \([CO2](Q_E)\) and \(T(Q_E)\) is observed at both ends of the model simplification sequence, the full model (V1) and the LinExp idealisation (V5). However, the reasons are quite different in each case. In the LinExp idealisation, linear behaviour is a theoretical requirement following from the fact...
that a linear system has exponential eigenmodes, so that all ratios among state variables and fluxes are constant when forcing is exponential. For the full model, near-linear behaviour of $[\text{CO}_2](Q_E)$ and $T(Q_E)$ arises from compensations between opposing nonlinear effects from (1) positive feedbacks from carbon-climate coupling (tending to increase the CAF and increase the upward curvature or reduce the downward curvature in $[\text{CO}_2](Q_E)$ and $T(Q_E)$); (2) the response of $\text{CO}_2$ radiative forcing (weakening with increasing $\text{CO}_2$ and hence tending to make $T(Q_E)$ curve downward); and (3) non-$\text{CO}_2$ radiative forcing (tending to make $T(Q_E)$ curve upward as net non-$\text{CO}_2$ radiative forcing becomes progressively more positive). The first two of these effects were identified by Matthews et al. (2009) as contributors to the near-linear behaviour of $T(Q_E)$. Without all three effects, $[\text{CO}_2](Q_E)$ and $T(Q_E)$ would both be nonlinear under realistic, non-exponential peak-and-decline emissions trajectories curving downwards below straight-line behaviour as in model V4 (Fig. 8, right panels). When these effects are included (model V1), the resulting net increases in $[\text{CO}_2](Q_E)$ and $T(Q_E)$ restore approximate straight-line behaviour.

Figure 9 shows the effect of model simplification on the AF, CAF and the $\text{CO}_2$ sink rate $k_S$. In the simplification sequence from V1 to V4, the largest effect occurs with the
5 Conclusions

The LinExp idealisation provides useful guidance about the past behaviour of the carbon-climate system under strong anthropogenic forcing from 1850 to present, explaining the observed near-constancy of the airborne fraction (AF), the cumulative airborne fraction (CAF) and the ratio $T/Q_E$ of warming to cumulative CO$_2$ emissions. This idealisation is relevant for the past because three conditions have been approximately satisfied: (1) total CO$_2$ emissions have increased nearly exponentially (Fig. 1); (2) linearity of carbon cycle response fluxes has been a reasonable approximation (implying that land and ocean sink fluxes have been approximately proportional to excess CO$_2$ concentration); and (3) there has been approximate cancellation in recent times of the two major classes of radiative forcing other than CO$_2$, the positive forcing from long-lived non-CO$_2$ gases (CH$_4$, N$_2$O and synthetic gases), and the negative forcing from other agents (mainly aerosols, ozone and albedo effects) (IPCC, 2007, their Fig. 2.4).

Nevertheless, departures from the LinExp predictions of constant AF, CO$_2$ sink rate ($k_S$) and $T/Q_E$ are already evident in past observations, particularly in the observed decrease of $k_S$. These departures will increase as all three of the above conditions break down progressively: (1) emissions will depart from present near-exponential growth (Fig. 1) if mitigation efforts cause trajectories to peak and decline; (2) linearity of carbon cycle responses is likely to be disrupted by increasing nonlinearities as perturbations become larger; (3) the approximate cancellation of non-CO$_2$ contributions to radiative forcing is unlikely to continue, because of declining negative forcing from non-gaseous agents and increased forcing from non-CO$_2$ gases (Strassmann et al., 2009; Meinshausen et al., 2011; IIASA, 2012).

The predicted net effect of these factors is that the AF and $k_S$ will depart strongly from constancy in ways that depend on emissions scenarios (Fig. 7): for example, the AF will become negative late in the 21st century under strong mitigation scenarios. However, the predicted ratio $T/Q_E$ continues to be approximately constant in typical scenarios (Fig. 6). This is not because of continued applicability of the LinExp idealisation, but instead because of compensating interactions between non-exponential emissions trajectories, nonlinear carbon-cycle dynamics and non-CO$_2$ gases.

Nonlinear effects needing further investigation include potential threshold crossings not yet evident in the carbon-climate system, typically associated with regional triggers that have global consequences. Examples include large carbon releases from thawing permafrost soils (Schuur et al., 2008; Tarnocai et al., 2009; MacDougall et al., 2012), major changes in ocean circulation, and loss of the arctic ice sheet through warming. Processes associated with these threshold-like reinforcing feedbacks are not in the model (SCCM) used here, so present conclusions about the future effects of nonlinearities may be conservative.
Appendix A

Mathematical details

A1 Linearised model

Equation (1) is a general representation of a carbon-climate model in which \( x(t) \) is a carbon-climate state vector of matter and energy stores (taken as a perturbation about an equilibrium state \( x = 0 \)), \( f(t) \) a vector of anthropogenic forcing fluxes, \( \Phi(x) \) a vector of system response fluxes, and \( t \) time. The state vector \( x \) includes a set of carbon stores in atmospheric, land and ocean reservoirs, a set of physical climate state variables such as land and ocean temperatures and atmospheric water contents. The forcing flux vector \( f(t) \) is externally prescribed. The response flux vector \( \Phi(x) \) is the set of net fluxes into the different stores (\( x \)) arising from the response of the system to forcing, and is specified by non-linear “phenomenological equations” embodying model parameterisations.

The equation system (Eq. 1) can be linearised by approximating \( \Phi(x) \) as

\[
\Phi(x) = \Phi_0 - K(x - x_0) \tag{A1}
\]

where \( x_0 = x(0) \) is the linearisation point (referenced to \( t = 0 \)), \( \Phi_0 = \Phi(x_0) \), and \( K \) is the system response matrix, the negative of the Jacobian matrix of \( \Phi(x) \):

\[
K_{ij} = -\left[ \frac{\partial \Phi_i}{\partial x_j} \right]_{x=x_0}. \tag{A2}
\]

Diagonal elements of \( K \) are rate constants for flows out of store \( i = j \). The linearisation point \( x_0 \) is arbitrary, the simplest option (used in the main text) being to take \( x_0 \) as the initial equilibrium state (\( x_0 = 0 \), \( \Phi_0 = 0 \)).

With arbitrary \( x_0 \), Eq. (1) becomes

\[
dx/dt = f(t) + \Phi_0 - K(x - x_0) \tag{A3}
\]

with initial condition \( x(0) = x_0 \) and with \( \Phi_0 = \Phi(x_0) \). The solution is

\[
x(t) = \int_{0}^{t} G(t - \tau)[f(\tau) + \Phi_0 + Kx_0] \, d\tau \tag{A4}
\]

where the matrix PRF or Green’s function is

\[
G(t) = \exp(-Kt) \tag{A5}
\]

using the matrix exponential \( \exp(M) \), defined for a square matrix \( M \) by

\[
\exp(M) = \sum_{n=0}^{\infty} \frac{M^n}{n!}. \tag{A6}
\]

Equations (A3) and (A4) generalise main-text Eqs. (2) and (3) to arbitrary \( x_0 \).

Equation (A4) is the multi-dimensional counterpart of the solution for a one-dimensional linear ordinary differential equation (ODE) with constant coefficients:

\[
dx/dt = f(t) - kx \quad \text{with} \quad x(0) = x_0. \tag{A7}
\]

Here \( \exp(Kt) \) reduces to the scalar exponential \( e^{-kt} \), yielding the conventional solution

\[
x(t) = \int_{0}^{t} e^{-k(t-\tau)} f(\tau) \, d\tau + e^{-kt}x_0. \tag{A8}
\]

A2 Normal modes

In the linear system of Eq. (2), let the system response matrix \( K \) have eigenvalues \( \lambda^{(m)} \) and eigenvectors \( u^{(m)} \) for modes \( m \), so that

\[
Ku^{(m)} = u^{(m)}\lambda^{(m)}, \quad K = U \Lambda U^{-1} \tag{A9}
\]

where \( U \) is the matrix of column eigenvectors of \( K \), and \( \Lambda = \text{diag}(\lambda^{(m)}) \) is the diagonal matrix of its eigenvalues. In terms of components \( u_i^{(m)} \) of the eigenvectors, components of \( U \) are \( U_{im} = u_i^{(m)} \). The matrices \( K, U \), and \( \Lambda \) are all square and of the same dimension, and \( U^{-1} \) is a rotation matrix that maps \( K \) to the diagonal matrix \( \Lambda \). This matrix also maps the state vector \( x(t) \) to a new state vector \( y(t) \) of normal modes, such that

\[
y = U^{-1}x, \quad x = U y. \tag{A10}
\]

Restricting to \( x_0 = 0 \) (the more general case is similar), Eq. (2) can be rotated to the new reference frame by premultiplying by \( U^{-1} \):

\[
dy/dt = U^{-1}f(t) - \Lambda y \quad \text{with} \quad y(0) = 0. \tag{A11}
\]

For the diagonal matrix \( \Lambda \), \( \exp(\Lambda) = \text{diag}(\exp(\lambda^{(m)}) \), so Eq. (A11) is a set of independent scalar equations like Eq. (A7) that can be solved one by one. The solution for \( y(t) \) is

\[
y(t) = \int_{0}^{t} \exp(-\Lambda(t-\tau)) U^{-1} f(\tau) \, d\tau. \tag{A12}
\]

Using Eq. (A10), the corresponding solution for \( x(t) \) is

\[
x(t) = \int_{0}^{t} U \exp(-\Lambda(t-\tau)) U^{-1} f(\tau) \, d\tau. \tag{A13}
\]

This is consistent with the direct solution, Eqs. (A4) and (A5), because the PRF is

\[
G(t) = \exp(-Kt) = U \exp(-\Lambda t) U^{-1} \tag{A14}
\]
using Eqs. (A6) and (A9).

Equation (A14) shows that the elements of \( G(t) \) are sums of exponential terms with decay rates for different modes \((m)\) given by the eigenvalues \( \lambda^{(m)} \) of \( K \):

\[
G_{ij}(t) = \sum_{m} a_{ij}^{(m)} \exp \left(-\lambda^{(m)} t\right) \tag{A15}
\]

with

\[
a_{ij}^{(m)} = U_{im} (U^{-1})_{mj} \tag{A16}
\]

(see also Eq. 5). The weights \( a_{ij}^{(m)} \) sum over \( m \) to 1 when \( i = j \) and to 0 otherwise, because \( UU^{-1} = I \), the identity matrix. This ensures that \( G(0) = I \), as required for a PRF.

Equations (A13) to (A15) yield a solution for \( x(t) \) as a sum of convolution integrals with exponential kernels. It is often more useful to compute \( x(t) \) from solutions of independent LODEs, by letting \( \zeta_{i}^{(m)} = U_{im} y_{m} \) (no sum), a set of rescaled versions of the normal modes \( y_{m} \). The \( \zeta_{i}^{(m)} \) are governed by a set of independent LODEs:

\[
\frac{d\zeta_{i}^{(m)}}{dt} = \sum_{j} a_{ij}^{(m)} f_{j}(t) - \lambda^{(m)} \zeta_{i}^{(m)}. \tag{A17}
\]

The rescaled normal modes sum to \( x_{i}(t) = \sum_{m} \zeta_{i}^{(m)} \).

### A3 Eigenmodes

With a linear operator \( L(x(t)) \), a general inhomogeneous linear system with forcing \( f(t) \) is

\[
L(x(t)) = f(t). \tag{A18}
\]

The eigenmodes (eigenvalues \( \alpha \) and eigenfunctions \( \psi(t) \)) of this system satisfy

\[
L(\psi(t)) = \alpha \psi(t). \tag{A19}
\]

For the first-order linear system (Eq. 2), the operator \( L(x(t)) \) is given by Eq. (6).

The eigenfunctions of this first-order linear system are exponentials in time. This is demonstrated first for one-dimensional and then for multi-dimensional cases.

**One dimension:** in the scalar case, the linear system is governed by Eq. (A7) and its eigenfunctions satisfy \( d\psi/dt + k \psi = \alpha \psi \), or \( d(\ln \psi)/dt = \alpha - k \). This implies that

\[
\psi(t) = c e^{(\alpha - k)t}, \tag{A20}
\]

where \( c \) is an arbitrary constant. Equation (A20) is an eigenfunction of Eq. (A7) with any eigenvalue \( \alpha \) and constant \( c \). Since these eigenfunctions are exponential, any exponential forcing produces a proportional exponential response. If the forcing for the scalar system is \( f(t) = f_{0} e^{rt} \), an exponential with growth rate \( r \), then the eigenfunction selected by this forcing is given by \( L(\psi(t)) = f(t) = \alpha \psi(t) \), or

\[
f_{0} e^{rt} = \alpha c e^{(\alpha - k)t}, \tag{A21}
\]

which requires that \( r = \alpha - k \) and \( f_{0} = \alpha c \), so that \( c = f_{0} / (r + k) \). The resulting eigenfunction is therefore

\[
v(t) = \frac{f_{0}}{r + k} e^{rt}. \tag{A22}
\]

This can be compared with the full solution of Eq. (A7) with \( f(t) = f_{0} e^{rt} \):

\[
x(t) = \frac{f_{0}}{r + k} e^{rt} + \left( x_{0} - \frac{f_{0}}{r + k} \right) e^{-kt}. \tag{A23}
\]

This solution is the sum of the exponential eigenfunction \( v(t) \) given by Eq. (A22), and a decaying transient term (taking \( k > 0 \)) that accounts for any difference between the initial condition \( x(0) = x_{0} \) and the initial eigenfunction \( v(0) = f_{0} / (r + k) \). For any initial condition, the full solution approaches the eigenfunction (Eq. (A22)). The fact that any exponential function is an eigenfunction means that an exponential forcing produces an exponential response with the same growth rate as the forcing.

**Multiple dimensions:** the eigenfunctions for a multi-dimensional system are easily identified after rotating the state vector \( x(t) \) and its governing system (Eq. 2) to form normal modes \( y(t) \) governed by Eq. (A11). Because the normal modes are independent, the eigenfunctions for each mode \( m \) are given by Eq. (A20) with a response rate \( k \) equal to the eigenvalue \( \lambda^{(m)} \) for that mode. When exponential forcing \( f(t) = f_{0} e^{rt} \) is applied to that mode, the response is an exponential eigenfunction in that mode, given by Eq. (A22) with \( k = \lambda^{(m)} \).

In multi-dimensional systems, forcing \( f(t) \) is applied to components of the state vector \( x(t) \) rather than to modes \( y(t) \). This forcing is distributed among modes as \( U^{-1} f \) (Eq. (A11)). When the forcing is exponential, the result is an exponential response in multiple normal modes. An example is a system forced exponentially in just the first component of the state vector \( x \), so that

\[
f = (f_{01} e^{rt}, 0, 0, ...). \tag{A24}
\]

The resulting explicit solution for \( x(t) \) in multiple dimensions is the sum \( x(t) = \sum_{m} \zeta_{i}^{(m)}(t) \) of independent scaled normal-mode solutions, each governed by Eq. (A17) and having a scalar solution given by Eq. (A23). Summing these solutions, the resulting \( x(t) \) is

\[
x_{i}(t) = \sum_{m} \left( \frac{a_{i1}^{(m)} f_{01}}{r_{1} + \lambda^{(m)}} \right) e^{rt} + \text{transient} \tag{A25}
\]

transient \( = \sum_{m} \left( \sum_{j} a_{ij}^{(m)} x_{j}(0) - \frac{a_{i1}^{(m)} f_{01}}{r_{1} + \lambda^{(m)}} \right) e^{-\lambda^{(m)} t} \).
As in the scalar solution, the first term is an exponentially growing eigenfunction and the second a decaying transient term. The weights $a_{ij}^{(m)}$ are given by Eq. (A15).

### A4 Ratios among fluxes and state variables

Here it is shown that LinExp systems (first-order linear systems with exponential forcing) have the following properties: (a) all state variables grow at forcing rates, not response rates; (b) all ratios among state variables approach constant values; (c) all partition fractions (ratios of growth rates of state variables to the forcing flux) approach constant values; and (d) all ratios become independent of initial conditions at greater than forcing rates.

Property (a) is demonstrated by Eq. (A25). To demonstrate properties (b), (c) and (d), the one-dimensional and multidimensional cases are dealt with in turn.

One dimension: for the scalar case, Eq. (A7), the solution is Eq. (A8). This solution is characterised by two ratios: the partition fraction $x'(t)/f(t)$, and the cumulative partition fraction $x(t)/Q(-\infty, t)$. Here $Q(-\infty, t)$ is the cumulative forcing

$$Q(-\infty, t) = \int_{-\infty}^{t} f_0 e^{rt} \, dt = \frac{f_0}{r} e^{rt}. \quad (A26)$$

From Eq. (A23), the partition fraction and the cumulative partition fraction are, respectively,

$$\frac{x'(t)}{f(t)} = \frac{r}{r+k} \left( \frac{k x_0}{f_0} - \frac{k}{r+k} \right) e^{-(r+k)t} \quad (A27)$$

$$\frac{x(t)}{Q(-\infty, t)} = \frac{r}{r+k} + \left( \frac{r x_0}{f_0} - \frac{k}{r+k} \right) e^{-(r+k)t}. \quad (A28)$$

Both ratios approach the constant value $r/(r+k)$ (equal to $r/\alpha$) with a transient term decaying at the rate $r+k$. When $r$ and $k$ are both positive, the decay rate of the transient term is larger than both the forcing rate ($r$) and the response rate ($k$).

Multiple dimensions: in this case the partition fractions for the system are the fractions of the forcing flux appearing instantaneously in the stores $x_i(t)$, and the cumulative partition fractions are the ratios of the stores themselves to cumulative forcing. For a system forced exponentially in just the first component of the state vector $x$ (Eq. A24), the partition fractions are

$$\frac{x_i'(t)}{f_1(t)} = \sum_m a_{i1}^{(m)} \frac{f_{01}}{r_1 + \lambda^{(m)}} + \text{transient} \quad (A29)$$

transient

$$= -\sum_m \left( \frac{\lambda^{(m)}}{f_{01}} \sum_j a_{ij}^{(m)} x_j(0) - \frac{a_{i1}^{(m)} \lambda^{(m)}}{r_1 + \lambda^{(m)}} \right) e^{-(r_1 + \lambda^{(m)})t}. \quad (A30)$$

This generalises Eq. (A27). As before, a constant plus a decaying transient term are obtained. The cumulative partition fractions are given by a similar expression with the same constant term, as in Eq. (A28). These equations verify properties (b), (c) and (d) for LinExp systems.

### A5 Sink rate

Here it is shown that the sink rate $k_S$ defined by Eq. (14) is a time-dependent weighted mean of the turnover rates in the carbon cycle. In a general linear, multi-pool model of the carbon cycle, the excess carbon $c_1(t)$ in pool $i$ is governed by Eq. (2). As in Appendix A2, the variables $c_1(t)$ can be transformed to new variables $z_{11}^{(m)}(t)$ (the rescaled normal modes) governed by Eq. (A17), such that $c_1(t) = \sum_m z_{11}^{(m)}(t)$. Let pool $c_1(t)$ be the atmospheric CO2 store and $f_1(t)$ the total anthropogenic CO2 emission flux into the atmosphere. The modes $z_{11}^{(m)}(t)$ summing to $c_1(t)$ are governed by Eq. (A17) with $i = 1$ and $j = 1$. Summing over modes $m$ and using Eq. (A16), it follows that $c_1(t)$ satisfies

$$\frac{dc_1}{dt} = f_1(t) - \sum_m \lambda^{(m)} z_{11}^{(m)} \quad (A30)$$

Using the definition of the sink rate $k_S$ in Eq. (14), the last term in this equation (the total CO2 sink) can also be written as $k_S c_1$. It follows that

$$k_S = \sum_m \beta^{(m)} \lambda^{(m)} \quad (A31)$$

$\lambda^{(m)}$ is an exponential (the LinExp idealisation), $\beta^{(m)}$ and $k_S$ become constant in time.

### Appendix B

#### Simple Carbon-Climate Model

The Simple Carbon-Climate Model (SCCM) (Raupach et al., 2011; Harman et al., 2011) is a globally aggregated model of the carbon-climate system, mainly based on well-established formulations.

The model state vector is $\{q, C L_1, C L_2, C M_1, C M_2, [CH_4], [N_2O], [CFC-11], [CFC-12], T_{Mi}\}$; it includes one atmospheric total carbon store ($c_A$), two land carbon stores ($C L_1, C L_2$), four perturbation carbon stores in the ocean mixed layer ($C M_1$), one perturbation carbon store in the deep ocean ($C M_2$), atmospheric concentrations of four non-CO2 greenhouse gases, and three perturbation global temperatures ($T_{Mi}$). Total and perturbation state variables are denoted by upper and lower-case letters, respectively, and the equilibrium (preindustrial) state by a subscript $q$ (so $X$ and $X_q$ are total and equilibrium state vectors, and $x = X - X_q$ is the
perturbation about the equilibrium state). An exception to this convention is temperature, where the absolute temperature is \(T\) and the perturbation temperature is \(T = \Theta - \Theta_q\).

**Atmospheric carbon:** the mass balance for the atmospheric CO2 store is:

\[
c^A = f_{\text{Foss}} + f_{\text{LUC}} + f_L + f_M \tag{B1}
\]

where the prescribed forcing fluxes are \(f_{\text{Foss}}(t)\) (CO2 emissions from fossil fuels and other industry) and \(f_{\text{LUC}}(t)\) (emissions from net land use change). The total emission is \(f_{L} = f_{\text{Foss}} + f_{\text{LUC}}\).

**Land carbon:** the land carbon stores \(C_{L1}\) and \(C_{L2}\) are the total carbon stores [PgC] in global fast and slow stores, respectively. The governing mass balance equations are

\[
dC_{L1}/dt = a_{L1} f_{\text{NPP}} - k_{L1} C_{L1} \tag{B2}
\]

\[
dC_{L2}/dt = a_{L2} f_{\text{NPP}} - k_{L2} C_{L2} - f_{\text{LUC}} \tag{B2}
\]

where \(f_{\text{NPP}}\) is the global terrestrial net primary production (NPP) of biomass carbon [PgC yr\(^{-1}\)], \(k_{L1}\) is the respiration rate [yr\(^{-1}\)] for store \(i\), and \(a_{L1}\) is the fraction of global NPP entering store \(i\), with \(a_{L1} + a_{L2} = 1\). The respiration rates \(k_{L1}\) depend on the global temperature \(\Theta\) through a \(\lambda_{T}\) parameter (the proportional increase in rate for each 10 K of warming).

The land use change flux \(f_{\text{LUC}}\) is withdrawn from the slow land carbon store \(C_{L2}\).

The terrestrial NPP \(f_{\text{NPP}}\) is a function of CO2 concentration, modulated by a factor dependent on the volcanic aerosol index (VAI) (Ammann et al., 2003) to account for the enhancement of terrestrial NPP by large volcanic eruptions, mainly through the increase in diffuse solar irradiance (Jones and Cox, 2001). The dependence on [CO2] is modelled using a power-hyperbolic function \(h(x) = x(x^p + x^R)^{-1/p} (x \geq 0)\), a function that asymptotically approaches \(x/x^R\) as \(x \to 0\) and saturates to 1 as \(x \to \infty\), with the power \(p\) determining the tightness of the curve between the two asymptotes. This functional form allows both a near-linear response of NPP to increasing CO2 at low excess CO2, and a saturating response at high CO2. The model is

\[
f_{\text{NPP}} = s_1(c_A) s_2(\text{VAI}) \tag{B3}
\]

\[
with \quad s_1(c_A) = f_{\text{NPP}(q)} \left(1 + \frac{(m_{\text{NPP}} - 1)}{(c_A^p + c_{\text{NPP}}^p)^{1/p}}\right)
\]

\[
and \quad s_2(\text{VAI}) = (1 + 0.5 \text{VAI})
\]

where \(f_{\text{NPP}(q)}\) is preindustrial NPP, \(m_{\text{NPP}}\) is a multiplier for NPP (saturated/preindustrial), \(c_{\text{NPP}}\) is a slope parameter, and \(p\) is a power parameter. Equation (B3) supplements several earlier options (Raupach et al., 2011; Harman et al., 2011). The factor \((1 + 0.5 \text{VAI})\) accounts for the enhancement of NPP by volcanic aerosol.

The land–atmosphere exchange flux \(f_L\) is the negative terrestrial net ecosystem productivity (NEP):

\[
f_L = -f_{\text{NEP}} = -(f_{\text{NPP}} - k_{L1} C_{L1} - k_{L2} C_{L2}) \tag{B4}
\]

**Ocean carbon:** perturbation carbon in the ocean mixed layer (as dissolved inorganic carbon, DIC) is the sum of several stores with different turnover rates \(k_{C_i}\) for carbon exchange with the deep ocean. A deep ocean carbon store tracks the carbon transferred downward out of the ocean mixed layer. Mass balances for these perturbation carbon stores are

\[
dc_{Mi}/dt = -a_{Ci} f_M - k_{Ci} c_{Mi} \tag{B5}
\]

\[
dc_{MD}/dt = \sum_i k_{Ci} c_{Mi}. \tag{B6}
\]

where \(a_{Ci}\) is the fraction of the atmosphere-ocean CO2 flux entering store \(i\), and \(\sum a_{Ci} = 1\) over all \(i\). Equation (B5) is equivalent to a pulse-response-function (PRF) formulation for DIC in the ocean mixed layer (Joos et al., 1996; Raupach et al., 2011). The weights \(a_{Ci}\) and rates \(k_{Ci}\) are specified by a four-term fit to the PRFs from both the HILDA and box-diffusion advanced ocean models (which have very similar PRFs), thus capturing the ocean dynamics represented in these models (Joos et al., 1996). The ocean–atmosphere flux \(f_M\) is a nonlinear function of \(\Theta\) and \(c_{Mi}\) (as DIC) through phenomenological equations (Harman et al., 2011) that emulate full ocean carbonate chemistry (Lewis and Wallace, 1998).

**Temperature:** global temperature \(\Theta = \Theta_q + T\) is taken to be the ocean mixed-layer temperature \(\Theta_M\). The perturbation part \(T_M\) of \(\Theta_M\) is the sum of several components, so that \(\Theta = \Theta_q + \sum T_M\). The components \(T_M\) are governed by:

\[
dT_M/dt = b_{TJ} k_{TJ} \lambda_q RF - k_{TJ} T_M, \tag{B7}
\]

where \(RF\) is the anthropogenic radiative forcing, \(\lambda_q\) is the equilibrium climate sensitivity, and the weights \(b_{TJ}\) and rates \(k_{TJ}\) characterise the climate step response function (SRF) \(1 - \sum b_{TJ} \exp(-k_{TJ}t)\) (Raupach et al., 2011). A three-term climate step response function and associated \(\lambda_q\) from the HadCM3 model (Li and Jarvis, 2009) are used here.

**Radiative forcing:** this is the sum of contributions from anthropogenic greenhouse gases (CO2, CH4, N2O and halocarbons, represented only by CFC-11 and CFC-12), together with aerosols:

\[
RF = RF_{CO2} + RF_{CH4} + ... + RF_{Aero}. \tag{B8}
\]

Conventional expressions are used for radiative forcing as a function of gas concentration (IPCC, 2001, p. 358), specifically \(RF_{CO2} = 5.35 \ln([CO_2]/[CO_2]_q)\). The (negative) aerosol forcing is:
Table B1. Parameters in SCCM (see Appendix B for sources).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Eq.</th>
<th>Symbol</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equilibrium terrestrial NPP</td>
<td>(B3)</td>
<td>$f_{NPP}(q)$</td>
<td>PgC yr$^{-1}$</td>
<td>40.0</td>
</tr>
<tr>
<td>NPP multiplier</td>
<td>(B3)</td>
<td>$m_{NPP}$</td>
<td>–</td>
<td>1.5</td>
</tr>
<tr>
<td>NPP slope parameter</td>
<td>(B3)</td>
<td>$c_{NPP}$</td>
<td>PgC</td>
<td>687</td>
</tr>
<tr>
<td>NPP power parameter</td>
<td>(B3)</td>
<td>$p$</td>
<td>–</td>
<td>2.5</td>
</tr>
<tr>
<td>Equilibrium respiration rate</td>
<td></td>
<td>$k_{L1(q)}$</td>
<td>yr$^{-1}$</td>
<td>1/2.5</td>
</tr>
<tr>
<td>Equilibrium respiration rate</td>
<td></td>
<td>$k_{L2(q)}$</td>
<td>yr$^{-1}$</td>
<td>1/250</td>
</tr>
<tr>
<td>$q_{10}$ for respiration</td>
<td>(B2)</td>
<td>$q_{10}$</td>
<td>–</td>
<td>2.0</td>
</tr>
<tr>
<td>NPP partition fraction</td>
<td>(B2)</td>
<td>$a_{L1}$</td>
<td>–</td>
<td>0.5</td>
</tr>
<tr>
<td>NPP partition fraction</td>
<td>(B2)</td>
<td>$a_{L2}$</td>
<td>–</td>
<td>$1 - a_{L1}$</td>
</tr>
<tr>
<td>Air-ocean gas exchange rate</td>
<td></td>
<td>$k_{Gas}$</td>
<td>yr$^{-1}$</td>
<td>1/8.76</td>
</tr>
<tr>
<td>Preindustrial land C stores</td>
<td></td>
<td>$c_{Li}$</td>
<td>PgC</td>
<td>$a_{Li} f_{NPP}(q) / k_{L1(q)}$</td>
</tr>
<tr>
<td>Preindustrial DIC</td>
<td></td>
<td>$DIC_q$</td>
<td>molC m$^{-3}$</td>
<td>2.089</td>
</tr>
<tr>
<td>Ocean CO$_2$ PRF: weights</td>
<td>(B5)</td>
<td>$a_{Cj}$</td>
<td>–</td>
<td>0.512934, 0.320278, 0.142183, 0.0246045</td>
</tr>
<tr>
<td>Ocean CO$_2$ PRF: rates</td>
<td>(B5)</td>
<td>$k_{Cj}$</td>
<td>yr$^{-1}$</td>
<td>5.22893, 0.356532, 0.0194692, 0.0</td>
</tr>
<tr>
<td>Decay rate for CH$_4$</td>
<td>(B10)</td>
<td>$k_{CH4}$</td>
<td>yr$^{-1}$</td>
<td>8.2$^{-1}([CH_4]/[CH_4]_0)^{-0.12}$</td>
</tr>
<tr>
<td>Decay rate for N$_2$O</td>
<td>(B10)</td>
<td>$k_{N2O}$</td>
<td>yr$^{-1}$</td>
<td>1/114</td>
</tr>
<tr>
<td>Decay rate for CFC-11</td>
<td>(B10)</td>
<td>$k_{CFC11}$</td>
<td>yr$^{-1}$</td>
<td>1/45</td>
</tr>
<tr>
<td>Decay rate for CFC-12</td>
<td>(B10)</td>
<td>$k_{CFC12}$</td>
<td>yr$^{-1}$</td>
<td>1/100</td>
</tr>
<tr>
<td>Preindustrial [CO$_2$]</td>
<td></td>
<td>$[CO_2]_q$</td>
<td>ppm</td>
<td>280</td>
</tr>
<tr>
<td>Preindustrial [CH$_4$]</td>
<td>(B10)</td>
<td>$[CH_4]_q$</td>
<td>ppb</td>
<td>700</td>
</tr>
<tr>
<td>Preindustrial [N$_2$O]</td>
<td>(B10)</td>
<td>$[N_2O]_q$</td>
<td>ppb</td>
<td>270</td>
</tr>
<tr>
<td>Preindustrial [CFC]</td>
<td>(B10)</td>
<td>$[CFC]_q$</td>
<td>ppb</td>
<td>0</td>
</tr>
<tr>
<td>Preindustrial temperature</td>
<td>(B9)</td>
<td>$\theta_q$</td>
<td>degC</td>
<td>15</td>
</tr>
<tr>
<td>Coefficient for aerosol RF</td>
<td>(B9)</td>
<td>$c_{Aero}$</td>
<td>RF/$f_{Foss}$</td>
<td>Eq. (B9)</td>
</tr>
<tr>
<td>Climate SRF: weights</td>
<td>(B7)</td>
<td>$b_{Tj}$</td>
<td>–</td>
<td>0.434, 0.175, 0.391</td>
</tr>
<tr>
<td>Climate SRF: rates</td>
<td>(B7)</td>
<td>$k_{Tj}$</td>
<td>yr$^{-1}$</td>
<td>$4.51^{-1}, 140.4^{-1}, 1476^{-1}$</td>
</tr>
<tr>
<td>Equilibrium climate sensitivity</td>
<td>(B7)</td>
<td>$k_q$</td>
<td>KW$^{-1}$m$^2$</td>
<td>1.235</td>
</tr>
</tbody>
</table>

$$RF_{Aero} = c_{Aero}(t) f_{Foss}(t)$$  \hspace{1cm} (B9)

$$c_{Aero}(t) = -0.12 \left(1 - \tanh \left((t - 2000)/100\right)\right).$$

This assumes proportional relationships between aerosol radiative forcing, aerosol concentrations, aerosol emissions (taking the aerosol turnover rate to be rapid) and fossil fuel emissions, for instance though sulphate emissions associated with coal combustion. To account for technological improvements, the proportionality coefficient $c_{Aero}$ has a sigmoidal time dependence. Equation (B8) yields $RF = +1.6$ W m$^{-2}$ in 2005 (IPCC, 2007).

**Non-CO$_2$ greenhouse gases:** for CH$_4$, N$_2$O and CFCs, total concentrations [X] are determined by the mass balances

$$\frac{d[X]}{dt} = r_X^{-1} \left(f_X(\text{Nat}) + f_X(\text{Anth})(t)\right) - k_X[X],$$  \hspace{1cm} (B10)

with mass-concentration ratios $r_X$ (with units TgCH$_4$ ppb$^{-1}$ and likewise for other gases), fluxes $f_X$ (separating natural and anthropogenic components) and atmospheric decay rates $k_X$. The decay rates for N$_2$O and CFCs are constant, while that for CH$_4$ is a weak function of concentration (Raupach et al., 2011) to account for the decrease in CH$_4$ decay rate from preindustrial to present times (Prinn, 2004). Natural emission fluxes $f_X(Nat)$ are taken as time-independent and set to match preindustrial concentrations in the assumed preindustrial equilibrium state.

**Forcing:** the forcing fluxes are CO$_2$ emissions from fossil fuels and other industrial processes ($f_{Foss}$), CO$_2$ emissions from net land use change ($f_{LUCE}$), and anthropogenic emission fluxes of CH$_4$, N$_2$O and CFCs. For the past, all forcing fluxes are prescribed from data: $f_{Foss}$ from the Carbon Dioxide Information and Analysis Center (CDIAC, 2012); $f_{LUCE}$ from R. A. Houghton (GFRF, 2012); recent preliminary estimates of $f_{Foss}$ and $f_{Foss}$ from GCP (2011); and emissions of $f_{X}(\text{Anth})$ for CH$_4$, N$_2$O and CFCs from the RCP database (Meinshausen et al., 2011; IIASA, 2012). The volcanic aerosol index (Eq. B3) is from Ammann et al. (2003), assuming no volcanic eruptions since 2000.
For the future, forcing fluxes are prescribed with scenarios such as SRES (Nakicenovic et al., 2000), RCP (Meinshausen et al., 2011; IIASA, 2012) or analytic forms. In Figs. 6 and 7, future $f_{\text{foss}}(t)$ is prescribed with a “smooth capped” analytic emissions trajectory that merges an initial exponential-growth phase (with growth rate $r$) with a mitigation phase in which emissions ultimately decrease exponentially at a mitigation rate $m$, set to yield specified all-time cumulative emissions $Q_E(\infty)$ (Raupach et al., 2011). Other future analytic emissions trajectories used in Figs. 6 and 7 are: $f_{i\text{UC}}(t)$ decreases linearly from the latest observed value to zero at $t = 2100$; $f_{\text{CH}_4}(t)$ and $f_{\text{N}_2\text{O}}(t)$ are held constant at latest observed values; and CFC emissions decline exponentially at 0.03% yr$^{-1}$ (CFC-11) and 0.02% yr$^{-1}$ (CFC-12), consistent with RCP scenarios. No volcanic eruptions are postulated in future scenarios.

Parameters: model parameters, given in Table B1, were set to produce best available agreement with observations from 1850 to 2011 for $[\text{CO}_2]$, $\text{AF}$, $k_2$, non-$\text{CO}_2$ gas concentrations ([$\text{CH}_4$], [$\text{N}_2\text{O}$], [CFC-11], [CFC-12]), and perturbation temperature $T$. Formal parameter estimation was not used.

Linearisation: the linearised version of SCCM in Figs. 8 and 9 was constructed by linearising the following nonlinear relationships: (1) the relationship between terrestrial NPP and atmospheric [CO$_2$] (Eq. B3); (2) the relationship between ocean mixed-layer DIC and [CO$_2$] (Lewis and Wallace, 1998; Harman et al., 2011); and (3) the relationship between radiative forcing and [CO$_2$]. In each case, the nonlinear relationship was replaced with a linearised version giving the same result at [CO$_2$] values of 280 ppm (preindustrial) and 400 ppm.

Changes from earlier versions: relative to earlier SCCM versions (Raupach et al., 2011; Harman et al., 2011), the version used here includes several changes: (1) a new form for terrestrial NPP (Eq. B3); (2) inclusion of a dependence of terrestrial NPP on volcanic eruptions; (3) emulation of full ocean carbonate chemistry (Lewis and Wallace, 1998; Harman et al., 2011); (4) time dependence of cAero (Eq. B9); (5) improved data on past emissions of non-$\text{CO}_2$ gases (IIASA, 2012); and (6) minor adjustments to parameters because of these changes.

Appendix C

Data sources

CO$_2$ emissions from fossil fuels ($f_{\text{foss}}$) are from the Carbon Dioxide Information and Analysis Center (CDIAC, 2012). Net CO$_2$ emissions from land use change ($f_{\text{fUC}}$) are from R. A. Houghton (GFRA, 2012). Recent preliminary emissions estimates and data collation are by the Global Carbon Project (GCP, 2011). Atmospheric CO$_2$ concentration data prior to 1959 from the Law Dome ice core (Etheridge et al., 1996); for 1959 to 1980 from averaged in situ measurements at Mauna Loa (Hawaii) and the South Pole (Scripps CO$_2$ Program, 2012); and for 1980 to 2011 from globally averaged in situ data (NOAA-ESRL, 2012). Temperature data are from the Climatic Research Unit (CRU), University of East Anglia, UK (CRU, 2012), the Goddard Institute for Space Studies, USA (NASA-GISS, 2012), and the National Climatic Data Center, USA (NOAA-NCDC, 2012).
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