A trend-preserving bias correction – the ISI-MIP approach
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Abstract. Statistical bias correction is commonly applied within climate impact modelling to correct climate model data for systematic deviations of the simulated historical data from observations. Methods are based on transfer functions generated to map the distribution of the simulated historical data to that of the observations. Those are subsequently applied to correct the future projections. Here, we present the bias correction method that was developed within ISI-MIP, the first Inter-Sectoral Impact Model Intercomparison Project. ISI-MIP is designed to synthesise impact projections in the agriculture, water, biome, health, and infrastructure sectors at different levels of global warming.

Bias-corrected climate data that are used as input for the impact simulations could be only provided over land areas. To ensure consistency with the global (land + ocean) temperature information the bias correction method has to preserve the warming signal. Here we present the applied method that preserves the absolute changes in monthly temperature, and relative changes in monthly values of precipitation and the other variables needed for ISI-MIP. The proposed methodology represents a modification of the transfer function approach applied in the Water Model Intercomparison Project (Water-MIP). Correction of the monthly mean is followed by correction of the daily variability about the monthly mean.

Besides the general idea and technical details of the ISI-MIP method, we show and discuss the potential and limitations of the applied bias correction. In particular, while the trend and the long-term mean are well represented, limitations with regards to the adjustment of the variability persist which may affect, e.g. small scale features or extremes.

1 Introduction

Climate simulations of historical periods often show systematic deviations from the observed climate resulting, for example, from imperfect model representations of the atmospheric physics, incorrect initialisation of the model or errors in the parameterisation chain (Ehret et al., 2012). These deviations must be treated carefully in the context of climate impact simulations, because the predicted impacts depend on the statistical properties of the climate input. While considering anomalies of impact projections with respect to a reference period might provide a way out in case of a linear dependence of impacts on climate input data, in many other cases this is not appropriate, e.g. when impacts are activated when certain absolute climatic thresholds are exceeded. Moreover, impact models (e.g. crop models, hydrological models, etc.) often require driving climate data that is statistically similar to the observational datasets with which they were calibrated. Bias correction methods are designed to bridge the gap between the information that is provided by the climate modelling community and the climate data necessary for quantitative climate impact projections. Basic bias correction methods include an adjustment of the mean value by adding a temporally constant offset, or by applying an associated correction factor to the simulated data. This additive or multiplicative constant quantifies the average deviation between the simulated and the observed time series over the historical period. Since the constant is time independent such a method preserves the trend (in absolute terms for an additive approach and in relative terms for a multiplicative approach) whilst adjusting the mean value. However, it does not necessarily correct the variability of the data. Hence, in many cases differences in the variance or even higher moments of the simulated data are adjusted to the observations.
by parametric or non-parametric (empirical) quantile mapping (Boe et al., 2007; Piani et al., 2010; Themeßl et al., 2011). Non-parametric methods have been shown to be very successful in mapping simulations to the present climate owing to there flexibility (Gudmundsson et al., 2012). However, to correct values that fall outside the calibration range additional assumptions have to be made. While this is less critical as long as the correction is applied to historical simulations it might be an oversimplification when it comes to its application to future climate data, where a substantial portion of the event distribution may be shifted outside the calibration range. For this reason we prefer a parametric approach for our application.

Bias correction, however, must not be confused with a spatial downscaling. The correction of the misrepresented local variability is limited, since a disaggregation of the simulation data cannot be performed by a purely deterministic approach. If the resolution of the simulations and observations are considerably different high extremes are usually exaggerated while low events are overcorrected (Maraun, 2013). Moreover, whilst adequately representing the mean state of the observed period and the variability at a particular time scale, these bias correction methods may change the climate signal, or trend, arising from the climate simulations. The impact of bias correction on the climate signal is only rarely explicitly quantified and whether or not adjustment of the climate signal is advisable remains a topic of discussion (Ehret et al., 2012). In any case bias correction is tantamount to introducing a new level of uncertainty comparable in magnitude to the spread of the climate projections across the climate models or with regards to the emission pathways (Hagemann et al., 2011). The choice of an appropriate methodology depends strongly on the context. A review of state-of-the-art bias correction methods is given by Maraun et al. (2010).

Statistical bias correction of simulation data is broadly applicable to the climate impacts research (Robock et al., 1993; Berg et al., 2003; Ines and Hansen, 2006; Hagemann et al., 2011; Dosio and Paruolo, 2011), since it offers crucial advantages for impact modelling applications compared to using raw climate model output:

1. Statistical bias correction methods facilitate the comparison of observed and simulated impacts during the historical reference period and a continuous transition into the future. Without such an adjustment of the mean behaviour in the historical period, future impacts that depend on the exceedance of critical absolute thresholds of, for example, temperature (Rötter et al., 2011), cannot be accurately described. Studying the change in impacts starting from the reference level provided by a climate model would in general result in a mistiming of the threshold exceedance under global warming scenarios.

2. Many bias correction techniques include an implicit downscaling of the simulated data to the potentially higher resolution of the observational data. While a simple interpolation to the finer grid would not account for the increase in variability expected for the higher resolution data, an appropriate increase can be achieved by a bias correction method that adjusts the variance. In the general case, however, this adjustment will be limited since the temporal structure is still determined by the dynamics represented in the larger grid box and do not describe local phenomenons, e.g. small scale turbulence.

3. Bias correction also serves as a way to adjust the simulated climate data to the more detailed altitude-stratified information associated with observational data, so long as changes in mean and variability are resolved in the observational dataset.

On the other hand, there are several shortcomings of statistical bias correction:

1. Stationarity in the bias in the historical data with respect to the future data is assumed when applying the bias correction to future periods, which introduces additional uncertainty (Raisanen and Raty, 2012; Maraun, 2012).

2. The quality of the bias-corrected simulation data is limited by both the observational dataset and the representation of physical processes within the climate model.

3. Statistical bias correction (e.g. by adding the mean deviation from the observed data to the simulated one) often destroys the physical consistency of the different climate variables. For example, after the application of bias correction the temperature might be sub-zero, whereas rainfall is not converted into snowfall.

While the second issue can be tackled to a certain extent by testing the sensitivity to different sources of observational data, differentiation between statistical and phenomenological errors is not straightforward. With respect to the third issue, bivariate parametric quantile mapping was recently introduced by Piani and Haerter (2012) to provide consistency between temperature and precipitation corrections (not implemented in our present study). However, no multivariate approach exists that preserves the consistency between more than two variables.

In regional studies a way to overcome this third major deficit is to use dynamical downscaling in addition to statistical bias correction. In this approach, physical consistency is ensured by bias-correcting low resolution model data (e.g. sea surface temperatures) in order to provide correct boundaries. Subsequently this data is used to drive a higher resolution regional climate model (RCM) or a global circulation model (GCM) with locally enhanced resolution (Xu and Yang, 2012; Holland et al., 2010; Patricola and Cook,
2010; Cook and Vizy, 2008; Sato et al., 2007; Wu and Lynch, 2000). This does not necessarily solve the problem since the RCM also has a bias, for example, caused by inconsistencies between the physics of GCM and RCM, imperfect parameterisation or incorrect energy balance closure (Ehret et al., 2012). However, the two-step procedure is expected to reduce the deviation between high-resolution simulations and observations while ensuring physical consistency of different climate variables as provided by the high resolution model (Ehret et al., 2012).

The Inter-Sectoral Impact Model Intercomparison Project (ISI-MIP) is designed to provide a consistent set of global impact simulations. Thus, within the ISI-MIP context a similar regional approach is not feasible as the involved impact models need climate input data that cover the entire global land area. The project relies on the relatively low-resolution GCM runs performed in the fifth phase of the Coupled Model Intercomparison Project (CMIP5, Taylor et al., 2012). In that context, the described advantages of bias correction are essential to the project, which is intended to synthesise impact projections in multiple sectors at different levels of global warming. However, a complete bias correction directly from the simulations may not be advisable everywhere (Eden et al., 2012). There are regions where, e.g., the simulated precipitation is so wrong that a statistical bias correction with a transfer function may result in an even worse dataset as some extremes are very much amplified in order to adjust the parameters of the distribution. Different thresholds are incorporated in our bias correction algorithm to restrict the modifications in such cases.

Moreover, the algorithm which we propose is designed to preserve the long-term trend in the GCM data, and hence, for example, its climate sensitivity. For some applications it might be desirable to modify the trend of the GCM, however, this introduces a new level of uncertainty that we would like to avoid within the ISI-MIP context. For temperature ($T$), conservation of the absolute trend is essential in ensuring consistency between the projected global mean temperature change (land + ocean), based on the non-bias-corrected data, and the bias-corrected warming signal over land areas that is used as input by the impact models, since no bias correction is performed over oceans. As ISI-MIP intends to quantify the climate change impacts and the related uncertainty at different levels of global warming that aspect is particularly important in the project’s context and relevant for decision makers wishing to better quantify possible consequences of specific temperature targets. In addition, modification of the (local and) global temperature trend would also modify the climate sensitivity, which would not be well founded based on the available 40 yr observational dataset. More generally, we choose to conserve the trend in other climate variables in order to ensure a transparent method, with some control over the GCM properties that are preserved. However, due to positivity constraints for some variables, we preserve the relative rather than absolute trend in those cases. For the same reason, other bias correction methods also applied multiplicative correction factors instead of additive constants to correct, for example, precipitation data (Ines and Hansen, 2006). A multiplicative correction of the monthly precipitation data ($P$), and an additive correction of the temperature data, conserve the hydrological sensitivity, i.e. the relative change in precipitation [%] with respect to absolute temperature changes [K] at each grid point.

In Sect. 2 we describe the climate model and observational datasets which are relevant for the ISI-MIP project. The details of the ISI-MIP bias correction are outlined in Sect. 3. We explain our methodology and describe the properties of the bias-corrected climate data exemplarily for the HadGEM2-ES GCM.

In Sect. 4 we demonstrate that the climate signal is preserved in comparison to the original method proposed by Piani et al. (2010) and discuss how well the statistical moments of the bias-corrected data match the observations during the reference period. In case of precipitation we compare the ISI-MIP dataset with an updated version (ISI-MIP extended) where we improved the adjustment of the variability of daily data about the monthly mean and corrected a bug in the code. This issue affects the variability of the daily data, but not the correction of the monthly means (cf. Sect. 4.3 for the results of the extended algorithm compared to the ISI-MIP precipitation).

## 2 Climate input data

The ISI-MIP dataset comprises bias-corrected daily data for the variables\(^2\) listed in Table 1.

### Simulations

We use data from five GCMs from the CMIP5 archive as input: HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM, GFDL-ESM2M, and NorESM1-M. These five models were selected based on the availability of daily data for the required variables covering the period from 1 January 1950 to 31 December 2009 – historical and all Representative Concentration Pathway (RCP) scenarios (Moss et al., 2010) – in the CMIP5 archive at the beginning of the project.

The available climate model outputs are bi-linearly interpolated in space to a 0.5° × 0.5° grid. The time series are linearly interpolated to the standard Gregorian calendar (365 days per year plus leap days) wherever necessary.

\(^2\)Surface pressure is derived from sea-level pressure, temperature and height assuming adiabatic conditions, since no daily data was available for surface pressure in the CMIP5 archive.
The corrected temperature is

$$C = \left( \sum_{i=1}^{m=40} T_i^{\text{WFD}} - \sum_{i=1}^{m=40} T_i^{\text{GCM}} \right) / 40,$$

as is demonstrated in Fig. 1. The corrected temperature is then

$$T_{ij}^{\text{GCM}} = C + T_{ij}^{\text{GCM}},$$

Observations

We use the WATCH Forcing Data (WFD, Weeden et al., 2011) for the period from 1 January 1960 to 31 December 1999 (the reference period) as an observation-based reference dataset. It is a combination of the ERA-40 daily data, the 40 yr reanalysis of the European Centre for Medium-Range Weather Forecasts (ECMWF), and the Climate Research Unit TS2.1 dataset (CRU), that provides observed time series of month-by-month variations in the climate over the last century on a high resolution grid (0.5°). The ERA-40 dataset provides day-to-day variations but on a lower resolution grid (2.5°). Both datasets overlap for the 40 yr reference period.

The WFD are available on the 0.5° grid over land area points using the land-sea mask from the CRU, excluding Antarctica. It approximates the daily variability of different climate variables. A correction for the elevation differences between ERA-40 and CRU is included in the WFD. Additionally, the monthly mean for precipitation is corrected with the Global Precipitation Climatology Centre full dataset version 4 (GPCC) to account for the systematic underestimation of precipitation measurements in the WFD (cf. Hagemann et al., 2011). Thus, the WFD combines the daily statistics of ERA-40 with the monthly mean characteristics of CRU and GPCC datasets and represents a complete gridded observational dataset for bias correction of global climate data over land.

### Table 1. Bias-corrected variables in the ISI-MIP dataset.

<table>
<thead>
<tr>
<th>variable name</th>
<th>abbreviation</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>average temperature</td>
<td>tas</td>
<td>T</td>
</tr>
<tr>
<td>minimum temperature</td>
<td>tasmin</td>
<td>T_m</td>
</tr>
<tr>
<td>maximum temperature</td>
<td>tasmx</td>
<td>–</td>
</tr>
<tr>
<td>total precipitation</td>
<td>pr</td>
<td>P</td>
</tr>
<tr>
<td>snowfall</td>
<td>prsn</td>
<td>S</td>
</tr>
<tr>
<td>shortwave radiation</td>
<td>rds</td>
<td>–</td>
</tr>
<tr>
<td>longwave radiation</td>
<td>rlds</td>
<td>–</td>
</tr>
<tr>
<td>near-surface wind speed</td>
<td>wind</td>
<td>W</td>
</tr>
<tr>
<td>near-surface eastward wind</td>
<td>wind</td>
<td>K</td>
</tr>
<tr>
<td>near-surface northward wind</td>
<td>vas</td>
<td>–</td>
</tr>
<tr>
<td>surface pressure</td>
<td>ps</td>
<td>–</td>
</tr>
</tbody>
</table>

1 (additive), 2 (multiplicative), and 3 (indirect) according to the applied bias correction approach. The last column refers to the symbols used in the algorithmic description.

3 The trend-preserving bias correction method

In the following we describe our bias correction method, which preserves the long-term absolute (relative) trend of the simulated temperature (precipitation, pressure, radiation, wind) data. The method modifies the daily variability of the simulated data about their monthly means to match the observed daily variability. The monthly variability and mean are corrected only using a constant offset or multiplicative correction factor that corrects for long-term differences between the simulated and observed monthly mean data in the historical period. In this way the absolute or relative trend of the simulation data is preserved.

We present and discuss the properties of the bias-corrected temperature in the ISI-MIP dataset, and compare the results of two versions of the multiplicative algorithm exemplarily for precipitation: a basic version that was used to produce the ISI-MIP climate input (hereafter denoted ISI) and a corrected and extended version (hereafter denoted ISIe) that overcomes several limitations in adjusting the daily variability. We focus on the extended version, whilst noting crucial departures from the basic version (cf. Table 2 for comparison of the extended algorithm with the ISI-MIP dataset and the WATCH approach – on which the ISI-MIP method is based).

The correction of the daily variability is described by calendar-month and grid-cell-specific transfer functions that are applied to the daily simulated data. In what follows we select the April values for the grid cell corresponding to 55.75° N, 68.25° W (hereafter referred to as “example grid cell”) for illustration of the method. Similar results can be obtained for other months and regions. We will not index the grid cell or the selected month for which the transfer function is created. Thus, let $X_{ij}^{\text{data}}$ denote the April value for year $i$ and day $j$ at one particular grid cell of the simulated (data = GCM) or observational (data = WFD) time series, where $X = T$ for daily average temperature and $P$ for precipitation. In addition, $X_{ij}^{\text{data}}$ describes the monthly mean at that grid cell. Residual data is denoted by $\Delta X_{ij}^{\text{data}}$, while $\delta X_{ij}^{\text{data}}$ refers to normalised data. Bias-corrected simulation data is denoted $X_{ij}^{\text{GCM}}$ (daily) or $\bar{X}_{ij}^{\text{GCM}}$ (monthly).

3.1 Correction of monthly mean data

The first step is to adjust for the long-term differences between the simulated and observed monthly mean data during the historical period. The daily variability about the monthly mean remains unchanged at this stage.

3.1.1 Temperature: additive correction

For temperature we add to the entire time series a constant offset $C$ that is equal to the average difference between the observations and the simulations during the 40 yr reference period,

$$C = \left( \sum_{i=1}^{m=40} T_i^{\text{WFD}} - \sum_{i=1}^{m=40} T_i^{\text{GCM}} \right) / 40,$$
Table 2. Comparison of bias correction algorithm for precipitation (multiplicative approach), main algorithmic steps.

<table>
<thead>
<tr>
<th></th>
<th>WATCH</th>
<th>ISI-MIP FAST-TRACK</th>
<th>ISI-MIP extended</th>
</tr>
</thead>
<tbody>
<tr>
<td>define dry months</td>
<td>WFD threshold</td>
<td>WFD threshold GCM threshold</td>
<td>WFD threshold GCM threshold</td>
</tr>
<tr>
<td>define dry days</td>
<td>WFD threshold GCM threshold</td>
<td>WFD threshold GCM threshold</td>
<td>WFD threshold GCM threshold</td>
</tr>
<tr>
<td>define outlier days</td>
<td>WFD and GCM outside 99% (Gauss)</td>
<td>WFD and GCM outside 99% (Gauss)</td>
<td>none</td>
</tr>
<tr>
<td>redistribute precipitation drizzle</td>
<td>no</td>
<td>no</td>
<td>uniformly over wet days (additive)</td>
</tr>
<tr>
<td>normalise daily values</td>
<td>no</td>
<td>using mean of all days of the month</td>
<td>using mean of wet days of the month</td>
</tr>
<tr>
<td>select values for fitting based on</td>
<td>rank ordered timeseries</td>
<td>rank ordered timeseries</td>
<td>rank ordered normalised timeseries</td>
</tr>
<tr>
<td>criteria for choice of fitting algorithm or convergence of nonlinear fit</td>
<td>predefined parameter thresholds</td>
<td>predefined parameter thresholds or convergence of nonlinear fit</td>
<td>convergence of nonlinear fit</td>
</tr>
<tr>
<td>hierarchy of possible transfer functions g(x)</td>
<td>1. linear fit</td>
<td>2. exponential fit initialized with linear fit</td>
<td>1. exponential fit initialized with identity line</td>
</tr>
<tr>
<td></td>
<td>3. exponential fit initialized with linear fit fixed slope</td>
<td>2. exponential fit initialized with linear fit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. only multiplicative monthly mean correction</td>
<td>3. linear fit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. only additive monthly mean correction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fit function and application based on the same set of data</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>preserve relative trend</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>adjust long-term mean</td>
<td>with transfer function (mixture of time scales)</td>
<td>with mean ratio $c$ ($0 \leq c \leq 10$)</td>
<td>with mean ratio $c$ ($0.1 \leq c \leq 10$)</td>
</tr>
<tr>
<td>adjust variability</td>
<td>with transfer function (mixture of time scales)</td>
<td>partially</td>
<td>with transfer function</td>
</tr>
<tr>
<td>truncation at upper bound</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

which preserves the absolute change in temperature in the simulations, i.e.

$$\tilde{T}_{ij}^{\text{GCM}} - \tilde{T}_{0}^{\text{GCM}} = T_{ij}^{\text{GCM}} - T_{0}^{\text{GCM}}, \tag{3}$$

where $T_{0}^{\text{GCM}}$ and $\tilde{T}_{0}^{\text{GCM}}$ are the uncorrected and corrected reference temperatures.

The method is the most basic temperature correction regularly applied in impact studies (e.g. called “unbiasing method” in Deque, 2007). It preserves the absolute trend, and the variability of the simulated data at all time scales.

3.1.2 Precipitation: multiplicative correction

Given the positivity constraints on precipitation data, a similar additive approach is not appropriate. Instead we correct the monthly mean precipitation values using a multiplicative factor, which is defined:

$$c = \sum_{i=1}^{m=40} P_i^{\text{WFD}} / \sum_{i=1}^{m=40} P_i^{\text{GCM}}. \tag{4}$$
Fig. 1. April temperature means for the example grid cell during the reference period. The offset between observational and simulated data, \( C \), in the reference period is illustrated, together with the shifted GCM data. The horizontal lines refer to the associated long-term means.

The precipitation time series is then
\[
\tilde{P}_{ij}^{\text{GCM}} = c \cdot P_{ij}^{\text{GCM}},
\]
which maps the 40 yr mean of the GCM data to the observational one as demonstrated in Fig. 2. We impose an upper bound of 10 on \( c \), in order to avoid unrealistically high precipitation values. This is justified by the fact that a very high \( c \) indicates a large discrepancy between the model and the observations. Possible reasons might be that the available time series is too short to well approximate the statistical properties or crucial physical processes are not included in the model. In those cases correcting the time series with the estimated values might lead to nonphysical values which we seek to avoid by truncation of \( c \). In addition, in the extended version of the algorithm \( c \) is also truncated at the lower end following the same line of reasoning. This allows for the possibility that the model output in very dry regions can still get wetter in the future, since \( c \) cannot be zero over the reference period anymore.

The proposed multiplicative approach, modifies the simulated absolute precipitation change, but preserves the relative change in precipitation,
\[
\frac{\tilde{P}_{ij}^{\text{GCM}} - \tilde{P}_{0}^{\text{GCM}}}{\tilde{P}_{0}^{\text{GCM}}} = \frac{P_{ij}^{\text{GCM}} - P_{0}^{\text{GCM}}}{P_{0}^{\text{GCM}}},
\]
where \( P_{0}^{\text{GCM}} \) and \( \tilde{P}_{0}^{\text{GCM}} \) are the uncorrected and corrected reference precipitation values.

3.2 Correction of daily variability

The second step, is to correct the daily variability of the simulated data to that of the observational dataset. This step is crucial for a proper representation of many impacts that depend on changes in both the mean and variability of the data: in this way, extreme weather events are better represented in the corrected data, although a careful analysis requires better understanding this important topic. Adjustment of daily variability also plays an important role when the climate data are interpolated to a finer grid before use by the impact model, which is often the case. Simple interpolation cannot account for the enhanced temporal variability that is expected at smaller spatial scales. Bias-correcting the variability of the interpolated data can alleviate this problem.

In the following section, we present a method to adjust the daily variability of the residual temperature
\[
\Delta T_{ij}^{\text{GCM}} = T_{ij}^{\text{GCM}} - T_{i}^{\text{GCM}},
\]
and the normalised precipitation data
\[
\delta P_{ij}^{\text{GCM}} = \frac{P_{ij}^{\text{GCM}}}{P_{i}^{\text{GCM}}},
\]
Note that this means that a specific correction value will refer to an anomaly instead of an absolute value. Thus, the same correction value for temperature is applied to different absolute temperatures and consequently to different weather situations, which may exhibit systematic differences in variability. Generally the variations of the temperatures are not
expected to be very large as the correction is done on a calendar-month specific basis. Nevertheless, any dependence of the daily variances on the monthly mean values evident in the model or observed data are not perpetuated by the bias correction. In order to characterise this dependence, we have calculated the mean and the variance over each month in the reference period and estimated the coefficient of determination (R-squared) from the linear Pearson correlation between mean and variance at each grid point. For temperature the R-squared values are low for the entire global land area, indicating that the application of a common variance correction factor is consistent with both the observational and GCM data. For temperature, variance is based on the residual temperature, whilst for precipitation variances are calculated after normalising the daily data with the monthly mean. In the Supplement we show that for temperature and precipitation the R-squared values in this case are small at each grid point for both an exemplary GCM run and the WFD (cf. Fig. S1). This indicates that the residual and relative variance respectively over a month is almost independent from the related monthly mean. We therefore conclude that considering the anomalies instead of absolute values should not greatly impair the performance of the bias correction.

Moreover, in the case of precipitation, special care must be taken to account for low-precipitation (hereafter referred to as “dry”) months. The correction of the daily variability comprises two steps: (1) correction of the frequency of dry days and (2) correction of the intensity of precipitation on rainy days. The proposed correction of the variability in daily data extends the method described by Piani et al. (2010) and applied in Water-MIP (Hagemann et al., 2011).

### 3.2.1 Temperature: linear regression

In order to correct the variability of the daily average temperature values to the observational data, we adjust the residual distribution of the GCM (cf. Eq. 7 for the definition of the residuals) to that of the WFD using a parametric quantile mapping. In general temperature values are considered to follow a normal distribution. This means the distribution is expected to be well described by only two moments (mean and standard deviation). For that reason a linear fit is considered an appropriate approximation in most cases and has thus been chosen to map the simulated to the observational temperature values.

Histograms of example time series from the WFD and GCM are shown in Fig. 3 for the April values at the example grid cell. We derive a transfer function

\[ f(\Delta T^{GCM}) = B \cdot \Delta T^{GCM} \]  

(9)

where \(B\) is the slope of a linear regression on the rank ordered WFD (\(\Delta T^{WFD}\)) and GCM data (\(\Delta T^{GCM}\)) for a given calendar-month over the 40 yr reference period (as plotted as black points in Fig. 4). An analogous procedure is described in Haerter et al. (2011), except that they allow for an additional offset, which we set here to zero, since the residual values have zero mean by definition.

### 3.2.2 Precipitation: nonlinear regression

In the case of precipitation we consider normalised values (cf. Eq. 8) to adjust the variability about the monthly mean, where both datasets should be described by the same distribution function. As in previous bias correction applications (e.g. in Water-MIP), we assume that the observational and simulated datasets are well approximated by a gamma distribution (excluding the days with zero precipitation). Following that assumption, we must correct the frequency and the intensity of precipitation separately, since the gamma distribution is not defined at zero. We perform a parametric quantile mapping with three parameters to adjust the intensity of precipitation, where a nonlinear fitting algorithm based on the gradient-expansion method adapted from Marquardt (1963) is used.

In dry months (zero mean or very small, i.e. in the range of measurement noise) a normalisation by the monthly mean is not possible. To solve this dry month problem we define threshold values for the monthly means,

\[ \epsilon_m = \max \left[ P^GCM_k \left( P^{WFD}_k \leq 0.01, P^{GCM}_k \leq 0 \right) \right], \]  

(10)

to classify the months into dry and wet, where the daily variability is only adjusted for the wet ones. The variables \(P^{WFD}_k\) and \(P^{GCM}_k\) represent the rank ordered sets of monthly precipitation values \(P^{data}_k\). A similar procedure was described by Piani et al. (2010) for dry days.

Months with mean precipitation below 0.01 mm day\(^{-1}\) in the WFD (roughly 3.6 mm yr\(^{-1}\), which approximates average precipitation in desert areas) are denoted as dry. Then we consider two cases: (i) if there are more dry months in the WFD than months with zero precipitation in the GCM, months are excluded in order of increasing monthly mean precipitation until the desired number (i.e. number of dry months in the WFD) is met, starting from the driest GCM month. (ii) If the number of months with zero precipitation in the GCM is larger than the number dry months in the WFD, only the months with zero precipitation in the GCM are classified as dry in the GCM. By applying Eq. (10) we ensure that the same number of months from the GCM and the WFD set are omitted. In both cases, the mean precipitation of the last month to be excluded in the GCM defines the threshold \(\epsilon_m\) for the simulated monthly time series.

All daily data associated with a dry month (i.e. \(P^{GCM}_j \leq \epsilon_m\)) are excluded from the estimation of the transfer function. The variability of the daily data belonging to these dry months is not modified. For the remaining wet months the bias correction proceeds in two stages: (i) increasing the frequency of dry days where needed.
Correction of the frequency of dry days

Correction of the frequency of dry days is derived from the wet months of the reference period. In many cases there are artificially large amounts of drizzle in GCMs, i.e. days with low precipitation, while the observations suggest a larger number of dry days (i.e. zero precipitation). In order to correct for that discrepancy, we determine the number of observed dry days, $N_{\text{dry}}$, during the reference period by counting the occurrence of $P_{ij}^\text{WFD} < 1 \text{ mm day}^{-1}$ from the WFD daily data associated with wet months. The threshold value $1 \text{ mm day}^{-1}$ was used already in earlier studies and is related to measurement noise. The same number of days (beginning with those having the lowest precipitation values) is set to zero in the GCM daily data and excluded from the dataset used to generate the transfer function for the correction of the intensity of precipitation.

In this way low-precipitation, or drizzle, in the GCM is truncated if the intensity of the precipitation is below a threshold

$$
\epsilon_d = 0.5 \cdot P_{ij}^\text{GCM} \left\{ \begin{array}{ll} P_{ij}^\text{GCM} > \epsilon_m, & P_{ij}^\text{GCM} \leq P_l^\text{GCM} [N_{\text{dry}}] \\
+0.5 \cdot P_{ij}^\text{GCM} > \epsilon_m, & P_{ij}^\text{GCM} > P_l^\text{GCM} [N_{\text{dry}}] \end{array} \right. \right) . \quad (11)
$$

The variable $P_l$ represents the rank ordered simulated precipitation values in wet months, starting from the lower end.

Since precipitation values smaller than $\epsilon_d$ are set to zero, the frequency of dry days (i.e. those without measurable precipitation) can be increased in the model data. If there are more days with zero precipitation in the GCM than in the observational dataset $N_{\text{dry}}$ is chosen equal to that number of days in order to calculate the threshold (cf. Eq. 11), i.e. no additional dry days are introduced in this case. Additional wet days are never introduced, since this could lead to crucial physical inconsistencies (e.g. rain without clouds).

Exclusion of drizzle days can modify the monthly means, which must be avoided if the long-term trend is to be preserved. An appropriate normalisation can ensure this. However, if identical normalisation for construction and application cannot be ensured in any case (as in the approach applied for the ISI-MIP dataset) this limits the capacity to adjust the daily variability, since multiplying the data with any factor different from one modifies the width of the probability distribution. Thus, in the extended approach, for each month we redistribute the amount of precipitation in dry days uniformly among the wet days. This is achieved by an additive constant $m_{\text{data}}^\text{dry}$ which is the total amount of precipitation from dry days (drizzle) divided by the number of wet days. It is calculated for each year and month separately. Redistribution of the precipitation leads to new values.
Correction of the precipitation intensity of wet days

Correction of the precipitation intensity of wet days by fitting a transfer function is performed, if there are more than 80 wet days in the whole reference period (1960–1999) and the monthly mean is above 0.01 mm day\(^{-1}\). The cut-off value 80 is motivated by sensitivity studies performed in WaterMIP.

In general a transfer function \(g(\delta \hat{P}_{\text{GCM}})\) is derived using nonlinear regression on the rank ordered sets \(\delta \hat{P}_{\text{WFD}}\) and \(\delta \hat{P}_{\text{GCM}}\), which are the sets of normalised wet days in wet months over the 40 yr reference period (cf. Fig. 6). The lowest wet precipitation value in that period, \(\delta \hat{P}_{\text{GCM}}^{\min}\), is a parameter of the transfer function

\[
g(\delta \hat{P}_{\text{GCM}}) = \left[ a + b \cdot \left\{ \delta \hat{P}_{\text{GCM}}^{\text{min}} - \delta \hat{P}_{\text{GCM}} \right\} \right] \times \left[ 1 - \exp \left\{ \frac{-\delta \hat{P}_{\text{GCM}}^{\text{min}} - \delta \hat{P}_{\text{GCM}}}{\tau} \right\} \right].
\]

The offset \(a\) and slope \(b\) of the linear part of the function, as well as the decay constant \(\tau\) of the exponential part must be fitted.

In the extended algorithm this nonlinear regression is preferentially applied. Only if the nonlinear fitting procedure (iteration according to gradient-expansion method) does not converge for two different sets of initial values, is a linear transfer function,

\[
g(\delta \hat{P}_{\text{GCM}}) = \left[ a + b \cdot \delta \hat{P}_{\text{GCM}} \right],
\]

with offset \(a\) and slope \(b\) applied. For the ISI-MIP dataset we used a different set of selection rules for the transfer function (adopted from the Water-MIP procedure). However, for our normalised values these selection rules omitted the nonlinear fit in many cases. In addition, the frequency and variability of the precipitation were at multiple grid points not adjusted at all, because insufficient points were selected to be included in the fit due to the bug in the code or the fitted parameters were too extreme. Those issues have been solved in the extended version of the algorithm in order to improve the correction of daily variability. The resulting differences will be discussed in Sect. 4.3.

In both versions of the algorithm, where there are less than 80 wet days in the whole reference period (1960–1999), or the long-term monthly mean is below 0.01 mm day\(^{-1}\), the daily variability of the precipitation is not adjusted due to a shortage of statistical information. In this case we consider a linear transfer function with zero offset \(a = 0\) and unit slope \(b = 1\) (cf. Eq. 15).

In the Supplements we provide month-specific maps which show the areas where the daily variability is not adjusted, where a linear and where a nonlinear transfer function is applied (cf. Fig. S2).

3.3 Application of the bias correction

In the following sections, we present how the values that were derived during the reference period are applied to bias-correct the simulation data in the past, present and future (application period 1950 to 2099). To adjust both the monthly mean and the daily variability of the data, we combine the two approaches described in Sects. 3.1 and 3.2.

3.3.1 Temperature

We calculate the residual daily average temperature values from the GCM for the whole application period in the same
way as before for the reference period (cf. Eq. 7). The linear transfer function \( f \) (cf. Eq. 9) is then applied to adjust the daily variability. In order to avoid discontinuities at the transition between months, weighting factors for the previous (index \( m \)), present (index 0) and following month (index \( p \))

\[
d_m = 0.5 \cdot (|d| - d),
\]

\[
d_0 = 1 - |d|,
\]

\[
d_p = 0.5 \cdot (|d| + d)
\]

are evaluated depending on the day of the month \( i_{\text{day}} \) and the number of days in that month \( n_{\text{day}} \), with

\[
d = \frac{i_{\text{day}} - 1}{n_{\text{day}} - 1} - 0.5.
\]

Thus, for the first (second) half of the month the slope of the linear transfer function of the previous (following) month \( B_m \) \((B_p)\) is taken into account. The weighted sum of the slopes

\[
B = d_m B_m + d_0 B + d_p B_p
\]

is then applied to the residual daily average temperature values, which leads to bias-corrected residual values

\[
\Delta T_{ij}^{GCM} = \overline{B} \cdot \Delta T_{ij}^{GCM}.
\]

Together with this equation the correction suggested in Eq. (2) can be extended to

\[
\tilde{T}_{ij}^{GCM} = C + T_{ij}^{GCM} + \Delta T_{ij}^{GCM}.
\]

This successfully preserves the long-term absolute temperature change in the simulations, whilst adjusting the daily variability about the monthly mean (if \( \overline{B} = B \)). The constant \( C \) arises from the monthly mean correction of temperature (Eq. 1) and assures the agreement between the long-term monthly means of the observed and the corrected simulated data. The monthly values of \( C \) are interpolated to daily ones, \( \overline{C} \), using the same weighting approach as for the slope \( B \) (cf. Eq. 20), thus preventing jumps in the time series at the transitions between months. For \( \overline{C} \approx C \) the trend is, except for very small deviations, preserved.

### 3.3.2 Precipitation

In the case of precipitation, similar interpolation (cf. Eq. 20) of the monthly correction factor, \( c \) (Eq. 4), to daily values is less appropriate since the derived value can vary strongly from month to month (because of the high variability at different time scales). The same applies to the parameters of the transfer function \((a, b \text{ and } \tau)\) in Eqs. 14 and 15). However, the continuity at the crossover between two months is not as problematic as for temperature. Therefore, we retain the individual monthly values for \( c, a, b \text{ and } \tau \).

We use the thresholds \( \epsilon_m \) and \( \epsilon_d \) (Eqs. 10 and 11) defined previously for the reference period (cf. Sect. 3.2) in order to distinguish dry days and months from wet ones in the application period.

For all days in dry months, we apply only the multiplicative factor \( c \) for the long-term mean correction (cf. Eqs. 4 and 5).

In wet months the frequency of dry days is adjusted by setting all values below the dry day threshold \( \epsilon_d \) to zero

\[
\tilde{P}_{ij}^{GCM} = 0, \quad \text{if} \quad \left( P_{ij}^{GCM} \leq \epsilon_d \right) \quad \text{and} \quad \left( P_{ij}^{GCM} > \epsilon_m \right).
\]

Following the same line of reasoning as in Sect. 3.2, we redistribute the total precipitation from these dry days uniformly amongst the wet days of the month (cf. Eq. 12). The obtained precipitation values are normalised by the mean over the wet days (cf. Eq. 13), and the transfer function \( g \) (Eqs. 14 and 15) is applied to these normalised values. For application to the reference period (where the transfer function was derived) this procedure ensures that corrected precipitation values are not negative. However, this does not necessarily hold for all time periods, since the lowest precipitation value in the non-bias-corrected GCM data might be below \( \delta P_{\text{min}}^{GCM} \) (although those exceptions are rare). Thus, negative values arising from the correction process are set to zero. However, such a truncation modifies the monthly mean. In order to avoid this change in monthly mean precipitation, a correction factor is used to ensure that the mean of the corrected normalised wet days is unity in each month and year. In this way conservation of \( \tilde{P}_{ij}^{GCM} \) is ensured, i.e. the mean over the wet days of the month after the redistribution of the drizzle but before the normalisation. In addition, the variability adjustment is preserved. The correction factor can be applied since the new monthly mean is already close to unity by construction, and thus this multiplication does not significantly affect the width of the probability distribution. The latter could not be assumed for the redistribution of drizzle, therefore an additive approach was used in that case.
Finally, the correction in Eq. (5) can be extended to
\[ \tilde{P}_{ij}^{GCM} = c \cdot \tilde{P}_{i}^{GCM} \cdot \delta \tilde{P}_{i,j}^{GCM}. \]  
(24)

With the addition of the dry day and dry month conditions, redistribution of drizzle, and normalization of corrected values, Eq. (24) preserves the relative precipitation change in the simulations. The correction factor \( c \) is taken from the monthly mean correction of precipitation (cf. Eq. 4) and maps the long-term monthly mean of the simulated data to the observational one. Additionally, applying Eq. (24) adjusts the frequency of dry days and the variability about the mean.

An upper bound for precipitation (400 mm day\(^{-1}\)) was introduced to avoid single extremes blown up to nonphysically high precipitation values. This final truncation may slightly change the mean. However, this rare case is an accepted consequence.

### 3.4 Correction of other climate variables

Often there are also biases in other variables than temperature and precipitation, e.g. radiation or wind speed (Haddeland et al., 2012), most of which must not become negative. Within ISI-MIP we use a similar multiplicative approach as described for precipitation to adjust surface pressure, long- and shortwave radiation and wind speed (cf. Table 1). Modifications to the algorithm described earlier are made with regards to the selection of thresholds for pressure and radiation (\( \epsilon_d \) was set to 0). Moreover, the final truncation of the bias-corrected values for pressure, radiation and wind speed plays no important role, since the threshold values were set very high (75 m s\(^{-1}\) for wind, 1420 W m\(^{-2}\) for short wave radiation, 1000 W m\(^{-2}\) for longwave radiation, and 1200 hPa for pressure, cf. precipitation 400 mm day\(^{-1}\)).

In addition, daily minimum (maximum) temperature correction is derived from the correction of daily average temperature. We calculate the mean distance to the average temperature value over the reference period for both observations and simulations:

\[ \kappa = \frac{\sum_{i=1}^{m=40} (T_{m,i,j}^{WFD} - T_{ij}^{WFD})}{\sum_{i=1}^{m=40} (T_{m,i,j}^{GCM} - T_{ij}^{GCM})}. \]  
(25)

where \( T_{m} \) refers to the daily minimum (maximum) temperature. In the application of the correction

\[ \tilde{T}_{m,i,j}^{GCM} = \kappa \cdot (T_{m,i,j}^{GCM} - T_{ij}^{GCM}) + \tilde{T}_{ij}^{GCM} \]  
(26)

the original distance to the daily average temperature is scaled with the factor \( \kappa \) and the result is added to the bias-corrected daily average temperature.

For snowfall the portion of snow (\( S_{ij}^{GCM} \)) from the total precipitation (\( P_{ij}^{GCM} \)) in the uncorrected model data is calculated at each grid cell. Application to the bias-corrected precipitation leads to bias-corrected snowfall data

\[ S_{ij}^{GCM} = \frac{S_{ij}}{P_{ij}^{GCM}} \cdot \tilde{P}_{ij}^{GCM}. \]  
(27)

The same procedure applies to the wind components, i.e.

\[ \tilde{K}_{ij}^{GCM} = \frac{K_{ij}^{GCM}}{W_{ij}^{GCM}} \cdot \tilde{W}_{ij}^{GCM}, \]  
(28)

where \( W_{ij}^{GCM} \) refers to the total wind speed (bias-corrected in the same way as precipitation according to Eq. 24) and \( K_{ij}^{GCM} \) represents the eastward (northward) wind component. The wind components are scaled in the same way as the total wind speed to obtain the bias-corrected components. The wind direction is preserved in that way.

### 4 Evaluation of the methodology

In this section we present the bias-corrected temperature and precipitation data of the HadGEM2-ES April climate.

We demonstrate that bias correction alters several statistical properties of the data in the desired fashion, but also discuss its limitations.

#### 4.1 Sensitivity study

Due to the limited availability of observational data a validation of the applicability of the statistical bias correction setting which we applied earlier is in general not straightforward. However, strong evidence for applicability arises from the consideration of short sensitivity studies (Piani et al., 2010). Thus, in a first step, we study global maps of different statistical quantities of uncorrected and bias-corrected GCM data for a period 1980 to 1999. In this setup the parameters are derived only from a 20 yr reference period 1960 to 1979 in order to avoid an overlap of the “training” and the “validation” dataset.

As described earlier, the first step of our bias correction (cf. Sect. 3.1) adjusts the long-term monthly mean. Thus, this average is the first statistical quantity to be considered. Furthermore, the second step of the bias correction (cf. Sect. 3.2) modifies the width and in case of a nonlinear fit also higher moments of the distribution. Those parameters of the probability distribution are, for example, represented by the lower (50–10 %) and upper (90–50 %) inter-percentile range. Deviations between GCM and WFD in the three mentioned statistical quantities, as well as the improvement by our trend-preserving bias correction, are shown in Fig. 7 for (a) temperature and (b) precipitation.

The bias correction based on the reference period 1960 to 1979 yields a significant improvement of the matching of the long-term mean for the period 1980 to 1999 in most areas of the globe (cf. Fig. 7 upper row). There are only a few areas where the matching between the WFD and the bias-corrected
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The anomalies (i.e., simulation – observation) of statistical properties in raw (GCM) and bias-corrected (ISI and ISIe) model data are shown. The trend-preserving ISI-MIP methodology was applied to the period 1980 to 1999 for bias correction based on a 20 yr reference period (1960 to 1979). In case of precipitation we present the results of the extended algorithm. The long-term mean, lower inter-percentile range and upper inter-percentile range of the April daily (a) temperature and (b) precipitation from 1980 to 1999 are shown. The 50–10 % percentile refers to the lower inter-percentile range, while 90–50 % percentile denotes the upper inter-percentile range. Colours refer to (a) temperature values in K and (b) precipitation values in mm day$^{-1}$.

GCM data is slightly worse than for the uncorrected temperature and precipitation data. Deviations occur particularly for temperature, for example, in northern Scandinavia or southern US. They are, however, small compared to the maximum values of departure that occur around the globe when we consider the uncorrected data, and could be related to variability on a time scale that is not properly sampled within the 20-yr reference period. Moreover, we find a general improvement of the matching of the inter-percentile ranges, although the deviations that persist after bias correction are more extended than in the case of the long-term mean. This affects mainly North America and Asia for temperature and the equatorial region for precipitation.

Note that the 20-yr reference period in the sensitivity study is comparatively short, and thus the bias correction parameters estimated from this period are likely to be less robust than in the actual application where we used the full 40 yr reference period for training. Nevertheless, in most areas of the globe the bias correction results in a significant improvement of the matching between simulations and observations even with a 20 yr reference period.

Next we go back to our initial reference period which is 1960 to 1999 and was applied to obtain the ISI-MIP dataset. It samples variability on decadal and multi-decadal time scales and should thus result in more robust parameter estimates. We consider the distributions of simulations and observations over the whole reference period, since this is the time span where they are intended to match by construction.

While the mean climate signal (long-term trend) should be preserved by the ISI-MIP bias correction algorithm, different parameters of the probability distribution are modified. The latter was already illustrated in Figs. 3 and 5 for an example grid cell. Although the mapping of the probability distributions remains imperfect (see particularly left panels), it is significantly improved with the applied bias correction. In case of temperature (Fig. 3) the mean values show very good agreement, while the standard deviation is slightly underestimated in the bias-corrected data. For precipitation (Fig. 5) a substantial harmonisation of the standard deviations and the mean values was achieved.

In order to check if these results are robust, next, we consider global maps of the different statistical quantities of the probability distributions which we already described at the beginning of this section (cf. Fig. 7). However, this time the reference period for the bias correction and the time span to construct the histogram are the same (1960 to 1999). Deviations between GCM and WFD in the three mentioned statistical quantities, as well as the improvement by our trend-preserving bias correction, are shown in Fig. 8 for (a) temperature and (b) precipitation.

In case of the long-term temperature mean, shown in the upper panels, we observe deviations of WFD and GCM data between approximately $-15$ and $15$ K (i.e. a span of 30 K).
This is much narrower than the span of the long-term temperature mean values themselves which range from approximately 236 to 308 K (i.e. a span of 72 K). Thus, the deviations are comparatively small. Discrepancies between WFD and GCM are mainly related to the coarse resolution of the model affecting the altitude information in some regions. These anomalies are significantly reduced by our bias correction, as illustrated in the upper right panel of Fig. 8a in comparison to the upper left one.

Moreover, the width (and skewness) of the distribution of the daily averaged temperature values shows good agreement between WFD and GCM data, as reflected in the inter-percentile ranges shown in the middle and lower panels in Fig. 8a. Here the difference between WFD and GCM spans 20 K. Larger deviations in the inter-percentile ranges occur mainly in the Northern Hemisphere (particularly in Central Asia and North America). With the two-parameter quantile mapping applied to residual time series these differences between observation and model dataset are significantly reduced (right panels compared to left ones). The patterns, however, persist. A total matching cannot be achieved with the linear transfer function, since we do not adjust higher moments of the distribution. In addition, interpolation of the slope of the transfer function from monthly to daily values also prevents total matching.

In the case of precipitation (Fig. 8b) some regions in the Southern Hemisphere show larger deviations between the long-term mean and the inter-percentile ranges of the WFD and GCM data (particularly in Central Africa, South America, and Indonesia). In addition several regions in South-East Asia are affected. The extended trend-preserving bias correction algorithm reduces theses departures significantly (cf. Fig. 8b, right panels to left ones), although adjustment of the probability distributions is imperfect. In the bias-corrected dataset largest deviations from the WFD distribution persist in North Brazil and Indonesia with regards to the inter-percentile ranges (middle and lower right panel in Fig. 8b). The largest differences between WFD and bias-corrected GCM long-term mean precipitation occur in North Africa and China (Fig. 8b, upper right panel). While in North Africa the values obtained with the uncorrected dataset were already comparatively low, in China model and observations are substantially harmonised by the bias correction.

Moreover, the algorithm proposed here allows to significantly improve the dry days statistics in most regions of the globe (cf. maps of the number of dry days between 1980 and 1999 in the Supplements Fig. S3). Nevertheless, the adjustment is imperfect particularly in eastern North America, northern Asia, central Australia and in the Sahara, and it does not yield any improvement in some mountain regions (e.g. on the western side of the Andes). The latter is most likely related to the limited downscaling ability of the method.

We focus in our sensitivity study on the range between the 10% and the 90% quantile. For this central range bias correction methods are expected to perform well, while the correction in the outer ranges of the distribution is typically worse, since there are less events (Maraun, 2013). In general bias correction methods tend to exaggerate extreme events, since the limited number of data points prohibits a robust analysis of the relationship between observations and simulations, potentially resulting in an overestimation of these events. In addition, the extreme events always cover the whole gridbox area, i.e. their spatial extent is typically too large. However, since we introduced an upper bound for
Fig. 9. Absolute differences between the trends in the interpolated GCM April data before and after bias correction. The absolute trend for temperature (in K) is estimated as $T_{2095–2099} - T_{1960–1964}$. In the case of the relative precipitation trend, we consider the logarithm $\log(P_{2095–2099}/P_{1960–1964})$. Similarly, trends in the bias-corrected data are estimated from $\tilde{T}$ and $\tilde{P}$. Values of the absolute differences between the trends in bias-corrected and uncorrected data are truncated at the upper bound of the colourbar, i.e., yellow refers to the denoted or higher values. White areas belong to regions where no information about the trend is available. The results with the quantile mapping applied on the time series themselves (WATCH method) and on the residuals or normalised values (ISIMIP method) are shown for temperature and precipitation (cf. Table 2 for main algorithmic differences). We consider the end of the 21st century (mean 2095–2099) in comparison to the beginning of the reference period (mean 1960–1964) to define the trend.

4.2 Trend: comparison with WATCH method

We illustrate that in contrast to a quantile mapping of the time series itself (as used e.g. in Water-MIP; Hagemann et al., 2011 or WATCH; Weedon et al., 2011), our approach preserves the long-term trend with respect to the monthly mean values either in absolute or relative terms (cf. Fig. 9).

The proposed additive approach does not modify the absolute trend in the temperature data compared to the interpolated GCM output (except for small deviations related to the interpolation of the transfer function, cf. Eq. 20). As an example, we consider monthly means over two 5 yr periods, one at the beginning (1960–1964) and one at the end (2095–2099) of the application period. The difference between those monthly mean values,

$$T_{2095–2099} - T_{1960–1964} = \tilde{T}_{2095–2099} - \tilde{T}_{1960–1964}. \quad (29)$$

is not affected if we apply the ISI-MIP algorithm for temperature correction described in Sect. 3, as shown in Fig. 9 (upper panels). This is in contrast to what is observed when applying the quantile mapping to the time series themselves (left panel, denoted as WATCH in Fig. 9). In the left panel significant changes in the temperature trend occur particularly in West Canada, Alaska, East Russia, North-West China, and North Brazil. With our proposed algorithm (right panel, denoted as ISIMIP in Fig. 9) a small region in North Brazil is most affected by the change in temperature trend.
Fig. 10. The lower (50–10%) and upper (90–50%) inter-percentile range of the April daily precipitation from 1960 to 1999 are shown for the ISI-MIP dataset (ISI) and with the extended version of the algorithm (ISIe). In addition the differences of both version are shown. The inter-percentile ranges are analogues to Fig. 8. Colours refer to precipitation in mm day$^{-1}$. Difference values outside the range of the shown colourbars are white in order to increase visibility of the map (over land this affects only few small areas).

However, that shift is small compared to the changes observed with previous approaches.

The lower panels of Fig. 9 illustrate that the multiplicative approach preserves the relative trend of the precipitation in the same sense:

$$\frac{P_{2095-2099}}{P_{1960-1964}} = \frac{\tilde{P}_{2095-2099}}{\tilde{P}_{1960-1964}}. \quad (30)$$

This is valid for the precipitation that is bias-corrected with the extended version of the multiplicative algorithm (ISIe) as well as for the ISI-MIP climate input (ISI), since the modifications to the code affect only the variability of the daily data, but not the correction of the monthly mean. White areas in Fig. 9 occur if no conclusions about the relative trend can be made. We show the absolute difference of the logarithms,

$$\log \frac{P_{2095-2099}}{P_{1960-1964}} - \log \frac{\tilde{P}_{2095-2099}}{\tilde{P}_{1960-1964}}. \quad (31)$$

in Fig. 9 in order to weight departures in increasing and decreasing precipitation amounts the same. To increase visibility a nonlinear colourscale which is truncated at 10 has been chosen. However, there are regions (particularly in the left panel of Fig. 9) where the change in trend exceeds that value (e.g. in the West Sahara).

We observe that significant changes in the relative trend in April precipitation occur mainly in regions which (in spring) are characterised by rather arid conditions. The quantile mapping applied to the time series themselves (denoted as WATCH in Fig. 9) results in extended areas of large changes in the trend. As shown in the lower left panel of Fig. 9, most affected regions are North Africa, Australia, India, West China, Namibia, Botswana, and few small regions in Chile, Argentina, Mexico, Southern US, Northern Canada, Greenland and East Russia. In contrast, the precipitation that was bias-corrected with the ISI-MIP approach (denoted as ISIMIP in Fig. 9) shows fewer and smaller changes in the trend. Modifications of the trend persist in North Africa, Australia, North-West India, Namibia, Botswana, Mexico, Southern US and East Russia, which is most likely related to numerical effects in arid regions.

4.3 ISI-MIP algorithm and its extension

The bias correction method for variables with positivity constraints that was applied to generate the ISI-MIP dataset, due to time constraints, suffers from some unresolved problems and a bug in the programme code. As a result, while the long-term mean is adjusted in the desired fashion, the variability of the variables (e.g. precipitation) is corrected only to a limited extent. Hence, compared to the results shown and discussed in the previous paragraph (cf. Fig. 8b), variability in the ISI-MIP dataset is typically closer to that in the GCM. This holds in particular for the upper inter-percentile range, whilst the lower inter-percentile range is slightly enlarged by introducing zero precipitation days.

In order to characterise the problems in the ISI-MIP dataset, in Fig. 10 we compare the inter-percentile ranges over the reference period (1960–1999) in the ISI-MIP precipitation dataset and the precipitation that is bias-corrected with the extended version of the algorithm. Since the same methodology is used for correction of the long-term mean in both datasets, the resulting long-term mean is the same by definition (identical to what is shown in the upper row in Fig. 8b).

In case of the lower inter-percentile range basically the northern part of South America, Congo, South-East China and Indonesia show significant deviations between the two bias-corrected datasets (cf. Fig. 10, lower left panel). In addition, we observe that the lower inter-percentile range is in
The lower inter-percentile range (50–10%) and upper inter-percentile range (90–50%) of the normalised April daily precipitation from 2091 to 2099 are shown for the ISI-MIP dataset (ISI) and with the extended version of the algorithm (ISIe). In addition the differences of both version are shown. The inter-percentile ranges are analogues to Fig. 8.

Fig. 11. The lower inter-percentile range (50–10%) and upper inter-percentile range (90–50%) of the normalised April daily precipitation from 2091 to 2099 are shown for the ISI-MIP dataset (ISI) and with the extended version of the algorithm (ISIe). In addition the differences of both version are shown. The inter-percentile ranges are analogues to Fig. 8.

5 Conclusions and future work

We presented a novel, trend-preserving statistical bias correction approach, which adjusts the monthly mean and daily variability of simulated climate data to observations, whilst preserving the climate signal (long-term trend) much better than previous algorithms. The proposed bias correction
method extends the approach by Piani et al. (2010) to conserve the trend. An additive approach preserving the absolute changes (for temperature) and a multiplicative one preserving the relative changes (for precipitation) were developed and described in detail. Quantile mapping was applied only to residual or normalised data. We demonstrated that our approach is capable of adjusting the probability distribution over the reference period, whilst widely preserving the long-term trend in the data. We showed and discussed that, although daily weighting of monthly correction factor (temperature algorithm) or truncation of extreme high values ( precipitation algorithm) can affect the trend, even with those limitations the methodology proposed by ISI-MIP performs well in preserving the trend. This is essential for the project and not necessarily ensured by other methods (as shown for the method used within Water-MIP). In addition, our approach separates the bias correction at different time scales from each other.

In the case of temperature the proposed procedure is similar to the cascade bias correction method described by Haerter et al. (2011). The major difference is the bias correction on the largest time scale. We refrain from multiplicative correction in that case in order to preserve the trend, whilst Haerter et al. (2011) use a linear transfer function instead of an offset. However, the benefits of the cascading procedure persist. Thus, the method chosen by ISI-MIP avoids that improvement of the matching of probability distributions based on daily data leads to impairment of the one based on monthly data. A non-cascading bias correction on the other hand mixes the adjustment of short-term and long-term mean and variability and leads only to improvements on both scales if the fluctuations at the different time scales are aligned, as shown by Haerter et al. (2011).

Furthermore, the cascading approach allows to further extend the method to bias-correct GCM data at multiple time scales. For example, the same methodology as described in Sect. 3.2 could be applied to temperature by replacing the monthly mean by an annual mean and the daily data by monthly data. With that approach the annual mean temperature will be adjusted, while the trend based on the annual values is preserved. Moreover, the monthly variability, which was preserved in the ISI-MIP dataset, will be adjusted. In the next step, daily temperature variability will be corrected as described in Sect. 3.2.

With the bias correction method that we proposed in Sect. 3 a similar cascade bias correction can be assigned to precipitation and other variables with positivity constraints. This allows us to bias-correct the related GCM data at multiple time scales as well. Within the ISI-MIP approach described here, we corrected only the variability of the daily data about the monthly mean, while variability at other time scales was neglected. However, the bias in the weekly or monthly variability of precipitation, for example, affects the representation of droughts and floods. A bias correction of the variability at multiple time scales – e.g. the (relative) variability of the monthly data about the annual mean, i.e. the seasonal cycle – is in principle possible with the method proposed by ISI-MIP, but has not been applied so far. Such an extension will be crucial for future impact studies, even though bias correction can only be applied to processes that operate on time scales that are considerably shorter than the reference period.

Supplementary material related to this article is available online at: http://www.earth-syst-dynam.net/4/219/2013/esd-4-219-2013-supplement.pdf.
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