Solar irradiance reduction to counteract radiative forcing from a quadrupling of CO$_2$: climate responses simulated by four earth system models
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Abstract. In this study we compare the response of four state-of-the-art Earth system models to climate engineering under scenario G1 of two model intercomparison projects: GeoMIP (Geoeengineering Model Intercomparison Project) and IMPLICC (EU project “Implications and risks of engineering solar radiation to limit climate change”). In G1, the radiative forcing from an instantaneous quadrupling of the CO$_2$ concentration, starting from the preindustrial level, is balanced by a reduction of the solar constant. Model responses to the two counteracting forcings in G1 are compared to the preindustrial climate in terms of global means and regional patterns and their robustness. While the global mean surface air temperature in G1 remains almost unchanged compared to the control simulation, the meridional temperature gradient is reduced in all models. Another robust response is the global reduction of precipitation with strong effects in particular over North and South America and northern Eurasia. In comparison to the climate response to a quadrupling of CO$_2$ alone, the temperature responses are small in experiment G1. Precipitation responses are, however, in many regions of comparable magnitude but globally of opposite sign.

1 Introduction

In the context of global warming, the study of climate engineering (CE, also known as “geoengineering”) options has been proposed to prepare for the case that mitigation efforts fail or the consequences of the warming may prove more severe than expected. Over the last few years the number of scientific studies on the topic of CE in general, and on the CE option of solar radiation management (SRM) in particular has strongly increased. Additionally, a number of CE assessments have been published, aimed at the broader public and decision makers (e.g. Shepherd et al., 2009; GAO, 2011; Rickels et al., 2011).

SRM refers to artificial reduction in the amount of solar radiation reaching the surface of the Earth. Techniques suggested to reach this goal include mirrors in space (e.g. Mautner, 1991), injections of sulfur into the stratosphere to form particles and mimic the effect of large volcanic eruptions (e.g. Budyko, 1977; Crutzen, 2006), and the brightening of marine clouds by emissions of sea salt aerosols acting as cloud condensation nuclei (e.g. Latham, 1990). An overview of methods and an attempt to quantify their cooling potential is provided by Lenton and Vaughan (2009). Such
a deliberate global-scale manipulation of the radiative budget of the Earth may counterbalance the effects of continued greenhouse gas emissions on global surface temperature, but may also result in undesirable side effects for crucial parts of the Earth system and humankind. An SRM-engineered climate would regionally differ from a naturally balanced (say preindustrial) climate of the same global mean temperature because the local and temporal distribution of climate forcing from CE measures is different from the forcing caused by greenhouse gases (e.g. Govindasamy and Caldeira, 2000). But what would be the characteristics of such an engineered climate? Several studies have been performed with climate models in order to answer this question. Responses to different SRM methods show some robust characteristics, e.g. a decrease in global mean precipitation as discussed by Bala et al. (2008). However, in many details, for instance regional precipitation patterns, the responses differ across different models even if the same CE method is applied. It is unclear if the differences in climate response are related to the use of different models or different simulated scenarios. Several authors have therefore called for coordinated multi-model studies applying exactly the same scenarios (e.g. Jones et al., 2010; Irvine et al., 2010).

Kravitz et al. (2011b) proposed such a geoengineering model intercomparison study (GeoMIP) with a set of numerical experiments in which the climate forcing, as defined in experiments of the Climate Model Intercomparison Project 5 (CMIP5, Taylor et al., 2012), is balanced by SRM. Here we present an intercomparison of results for the G1 experiment of Kravitz et al. (2011b) performed by four different climate models of the ESM type, i.e. including full carbon cycles. Although the focus of GeoMIP is on the SRM method of sulfate aerosols, in G1 the top-of-atmosphere (TOA) forcing from an instantaneous quadrupling of the CO$_2$ concentration has to be balanced by a decrease of the solar constant (and thereby the total solar irradiance, TSI). This reduction of the solar constant may be considered as mimicking the effect of space mirrors, or simply as a generic approach to SRM. However, the experiment, utilizing an instantaneous quadrupling of CO$_2$, cannot be considered as a realistic scenario. The motivation for G1 is that it allows a model intercomparison using a simple way of implementing SRM in a climate model in an experiment where a high signal-to-noise ratio can be expected. This will facilitate the interpretation of future, potentially more realistic experiments, where sulfate CE is implemented in models in different ways (according to each model’s capacity of treating stratospheric aerosols) to balance smaller forcings in transient 21st century scenarios. But it should also be noted that the magnitude of the forcing from quadrupling CO$_2$ is not completely out of the range of CMIP5 scenarios since a similar forcing would be reached around the end of the 21st century under the highest CMIP5 emission scenario RCP8.5 (Moss et al., 2010). The goal of this study is to assess to what extent climate change signals in the GeoMIP scenario G1, compared to a preindustrial control simulation, are robust or not, based on a set of four complex state-of-the-art Earth system models.

Experiments where either a doubling or quadrupling of CO$_2$ concentrations was balanced through a reduction of the solar constant have been performed earlier (e.g. Govindasamy and Caldeira, 2000; Govindasamy et al., 2003; Bala et al., 2008; Lunt et al., 2008; Irvine et al., 2010; Pongratz et al., 2012). In all experiments the reduction of the solar constant was such that the global mean temperature was approximately the same as in the period before the increase in CO$_2$ concentration and application of CE, but the globally-averaged precipitation rate decreased. A comparison of further quantities among the published studies is difficult because not all of them published the same parameters. Some differences among simulations were however mentioned. Irvine et al. (2010) report that they needed a solar constant reduction of 4.2% to balance CO$_2$ quadrupling while in the experiment of Govindasamy et al. (2003) a reduction of 3.6% was sufficient. In a simulation where transient greenhouse gas (GHG) forcing was balanced by a solar constant reduction, changing with time, Matthews and Caldeira (2007) studied regional responses. They found a precipitation decrease that is stronger over some continental regions than over the oceans and a decrease of the meridional temperature gradient. The latter is also evident from some of the above mentioned non-transient studies.

Results from specifically designed model intercomparison studies of CE experiments have not yet been published to our knowledge. Jones et al. (2010) compared responses of two climate models to sulfate aerosol CE in slightly different transient scenarios. Ricke et al. (2010) compared large ensembles of different transient SRM scenarios using a single, simple model in terms of regional responses. They concluded that despite similarities in global responses, the impacts may differ strongly regionally. Here we extend these previous studies by examining results from four models which carry out identical simulations.

Our manuscript is organized as follows. Section 2 describes the models used in this intercomparison and the GeoMIP G1 experiment. Section 3 provides a comparison of the amount of solar constant reduction necessary in the different models. The climate resulting from scenario G1 is compared to the preindustrial control climate in Sect. 4. To allow a comparison of signals resulting from CE with the simulated climate under non-balanced quadrupling of CO$_2$ most figures present responses obtained in the two scenarios side by side. However, unless relevant for understanding the response to G1, responses to quadrupling of CO$_2$ are discussed and compared to G1 only in Sect. 5. Section 6 deals with the response of the monsoon systems to G1. Section 7 provides a summary and conclusions.
2 Description of models and scenarios

Four different Earth system models (ESM) have been used in this study to perform the GeoMIP experiment G1 in which an instantaneous quadrupling of the CO\textsubscript{2} concentration is balanced by a decrease of solar irradiance represented by the solar constant and run for 50 yr. One reference experiment for G1 is the CMIP5 experiment 6.3 (Taylor et al., 2012, hereafter called abrupt4xCO\textsubscript{2}) which is started from the preindustrial control run (CMIP5 experiment 3.1: using a CO\textsubscript{2} volume mixing ratio of 285 ppmv), and runs for 150 yr after the quadrupling of CO\textsubscript{2} to 1139 ppmv. The second reference experiment is precisely this preindustrial control run continued from the same starting conditions as the G1 and abrupt4xCO\textsubscript{2} experiments (hereafter called piControl).

The four climate models are the Met Office Hadley Centre ESM (HadGEM2-ES, Collins et al., 2011), the Institut Pierre Simon Laplace ESM (IPSL-CM5A, Dufresne et al., 2012), the Max Planck Institute ESM (MPI-ESM, Giorgetta et al., 2012), and the Norwegian ESM (NorESM, Alterskjær et al., 2012). The main characteristics of these models are given in Table 1. All models have been used for the simulation of a large number of experiments defined by the CMIP5 protocol. Results of these simulations are currently being used in numerous model intercomparison studies. Hence we will not evaluate the model performance with respect to preindustrial or present-day climate in this study. In Sect. 5 we will, however, compare some aspects of the simulated climates in the abrupt4xCO\textsubscript{2} experiments, but mainly in order to allow a comparison of the geoengineered climate as in experiment G1 to a climate modified by a strong increase of CO\textsubscript{2} alone. We will also not discuss in detail the differences in the design of the four ESMs, and the reader is referred to the respective publications on the individual models. All models, however, are state-of-the-art coupled three-dimensional atmosphere-ocean-land surface models with deep ocean modules, generally well represented stratospheres, and interactive carbon cycles. Table 1 indicates that none of the models share major components (i.e. atmosphere, ocean and land/vegetation modules) and also the grid resolutions chosen in the model components differ. A priori this should increase the confidence in our findings when these are supported by results from all of the four models.

According to the G1 experiment specifications by Kravitz et al. (2011a) the forcing from the quadrupling of CO\textsubscript{2} (\(F_{\text{CO}_2}\), see Sect. 3) was balanced in each model by a reduction of the solar constant estimated as \(\delta S = -4 F_{\text{CO}_2} / (1 - \alpha)\) to account for the sphericity of the Earth and the planetary albedo \(\alpha\). Then the experiment with increased CO\textsubscript{2} and reduced solar constant has been integrated for 10 yr and the 10-yr average net TOA radiative imbalance has been calculated. According to the GeoMIP specifications, the forcings can be considered as balanced if this average imbalance is below 0.1 W m\textsuperscript{-2}. If this is not the case the simulation has to be repeated with an adjusted \(\delta S\) until the criterion is fulfilled. For all four models the necessary reduction of the solar constant had to be estimated in several iterative steps. Hence, the G1 experiments analyzed in this study, that span 50 yr of simulation time, all show a net TOA radiative imbalance below 0.1 W m\textsuperscript{-2} over the first 10 yr compared to piControl. No ensemble but only one single simulation has been performed with each of the four ESMs.

In Sects. 3 and 4 we compare the 50 yr of G1 with a 50-yr period of piControl that starts with the same initial conditions. All numbers and figures show differences between averages over these 50-yr periods. One may argue that an initial period should be left out from the averaging. However, global averages of major climate parameters show no discernible spin-up after the start of G1. Potential regional spin-up effects are accepted in order to increase the significance of the results using a long averaging period. Results presented in Sect. 5 use years 101 to 150 of the abrupt4xCO\textsubscript{2} simulation in comparison to the same 50-yr period of piControl described above. It should be noted that the abrupt4xCO\textsubscript{2} simulations are still not in equilibrium at the end of the full 150 simulated years.

In the following, for many parameters only average responses of the four models are presented. In order to allow an estimation of the robustness of the responses, we indicate regions where all models agree in the sign of the response but
do not consider statistical significances of the single model simulations.

3 Reduction of solar constant needed to balance a quadrupling of the CO₂ concentration

The forcing in the abrupt4xCO2 experiments has been estimated using the approach suggested by Gregory et al. (2004) where the regression of annual mean TOA net flux imbalances onto the corresponding globally-averaged near surface air temperature (SAT) anomalies is extrapolated to a value of ΔSAT = 0. This method has been shown to provide reasonable forcing estimates in comparison to other methods (e.g. Hansen et al., 2005) and avoids extra simulations with a double radiation call. However, the forcing resulting from this method may include rapid feedbacks and has to be considered as an adjusted forcing (Gregory and Webb, 2008). Forcing estimates resulting for the four ESMs are given in the first line of Table 2. They range from 6.4 W m⁻² for the IPSL-CM5A to 9.6 W m⁻² for the MPI-ESM. The latter value seems high in comparison with the “best estimate” of radiative forcing due to CO₂ doubling of 3.7 W m⁻² (Ramaswamy et al., 2001), which would suggest forcing due to CO₂ quadrupling of 7.4 W m⁻². However, in the case of the MPI-ESM about 2 W m⁻² result from a rapid cloud feedback, the origin is not yet understood. Rapid feedbacks with different signs have also occurred in other climate models and been discussed by Gregory and Webb (2008).

From these forcing estimates, reductions of the solar constant necessary to balance the CO₂ forcing were estimated, as described in the previous section. However, in all four models larger reductions in TSI were necessary to reach a TOA balance below 0.1 W m⁻², as indicated by the values given in Table 2. The efficacy $E_{\text{TSI}}$ (Hansen et al., 2005) of the solar forcing ($F_{\text{TSI}}$) with respect to forcing from CO₂ can be calculated from the ratios of the respective climate sensitivities:

$$E_{\text{TSI}} = \frac{\Delta T_{\text{TSI}}/F_{\text{TSI}}}{\Delta T_{\text{CO2}}/F_{\text{CO2}}}.$$  

where $\Delta T$ describes the SAT response to the respective forcing. Assuming the respective temperature responses for solar and CO₂ forcing in the balanced G1 experiment are equal (but of opposite sign), one can easily calculate the efficacies (see Table 2). Values for the four ESMs range between 0.72 and 0.85, with the highest value coming from the MPI-ESM and being influenced by the rapid cloud feedback mentioned above. Hansen et al. (2005) also calculated (with the GISS model III) that direct solar forcing is less effective than an equivalent CO₂ forcing. However, Hansen et al. (2005) report efficacies close to a value of 0.9 for solar constant reduction of similar magnitude to that in our simulations. In our case the low efficacies are at least partly related to a cloud response. Table 2 provides the shortwave (SW) cloud forcings in the four ESMs, i.e. the difference between net TOA SW radiation for the full model and for a calculation assuming clear-sky conditions. A reduction of the solar constant would lead to a reduction of the SW cloud forcing by the same percentage if clouds remained unchanged. The change in SW cloud forcing between G1 and piControl “estimated” under this assumption is provided in Table 2. The actually simulated change is, however, larger than this in all four ESMs, which can be explained by a smaller planetary albedo caused by reduced cloud cover in G1 compared to piControl (see also Sect. 4.5). Therefore a stronger than expected reduction of the solar constant is required. It is, however, clear that other processes than the SW cloud forcing contribute to the efficacies. HadGEM2-ES, for instance, has the lowest efficacy but the smallest SW effect of changed cloudiness (0.8 W m⁻² difference between “expected” and simulated SW cloud forcing). Further studies will be necessary to better understand this effect. Changes in LW cloud forcing play a minor role. They are of opposite sign than changes in SW cloud forcing but of smaller magnitude in all four ESMs.

Figure 1 shows the multi-model and multi-annual mean geographical distribution of differences of TOA net downward fluxes between experiments G1 and piControl for the longwave (LW, terrestrial) and shortwave (SW, solar) radiation and for the total flux, i.e. the sum of both components.

<table>
<thead>
<tr>
<th>IPSL-CM5A</th>
<th>MPI-ESM</th>
<th>NorESM</th>
<th>HadGEM2-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.4</td>
<td>9.6</td>
<td>7.5</td>
<td>6.8</td>
</tr>
<tr>
<td>(3.5%)</td>
<td>(4.7%)</td>
<td>(4.0%)</td>
<td>(3.9%)</td>
</tr>
<tr>
<td>-8.4</td>
<td>-11.3</td>
<td>-9.6</td>
<td>-9.4</td>
</tr>
<tr>
<td>0.76</td>
<td>0.85</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td>-53.3</td>
<td>-49.4</td>
<td>-54.3</td>
<td>-43.6</td>
</tr>
<tr>
<td>1.9</td>
<td>2.3</td>
<td>2.2</td>
<td>1.7</td>
</tr>
<tr>
<td>3.9</td>
<td>4.8</td>
<td>4.2</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 2. Comparison of TOA forcings from quadrupling CO₂, total solar irradiance (TSI) reduction, and clouds.

See text for further specifications.
H. Schmidt et al.: Irradiance reduction to counteract quadrupling of CO₂

4 Differences between a geoengineered and preindustrial climate

4.1 Surface energy budget

Figure 2 shows the zonally-averaged multi-annual mean response of the surface energy budget to forcing in the G1 experiment for the four ESMs. All models respond similarly. The largest responses occur in the net surface SW flux and in the latent heat flux. The latitudinal dependence of the SW flux response is similar to the corresponding TOA response (Fig. 1) with maximum decreases (of about 6 to 9 W m⁻²) in the tropics and much smaller signals at high latitudes. This decrease in downward energy flux is largely compensated by decreasing latent heat flux. All other components of the surface energy budget show much smaller absolute changes. The response of the LW flux is in general positive with globally-averaged values of about 1 to 2 W m⁻², a weak minimum close to the equator and weak local maxima in the subtropics. The total net downward energy flux also has a minimum at the equator (of values close to −2 W m⁻²) and weakly positive responses at most other latitudes. This implies a reduced energy transfer away from the equator in the oceans. Bala et al. (2008) have discussed the surface energy balance in a similar simulation (balancing of CO₂ doubling). They also describe that the weaker SW flux in the engineered climate is mainly balanced by a weaker latent heat flux. They

The patterns largely reflect the forcings applied to G1, but of course also include feedback effects. The multi-model difference in LW radiation, mainly caused by the reduction of the solar irradiance, is negative everywhere with very high values of generally more than 10 W m⁻² in the tropics and less than 2 W m⁻² at polar latitudes. In particular, at high northern latitudes the models disagree in the sign of the response. In addition to clouds, sea ice and snow cover feedbacks influence the SW radiative balance at high latitudes. The globally-averaged total TOA flux imbalance is close to zero in all models over the 50 yr period (see Table 3), although not below 0.1 W m⁻² as required in G1 for the first 10 yr of the simulation. Regionally, this looks very different: the difference in total fluxes is in general weakly negative in the tropics and positive at high latitudes. This is mainly caused by the latitude dependence of the forcings, which is stronger for the solar constant reduction than for the increase of CO₂. Additionally, the seasonal cycles of TOA total fluxes differ between the experiments (not shown), because the effect of a reduction of the solar constant depends on the zenith angle at a specific location and time. These differences have already been pointed out by Govindasamy and Caldeira (2000) and are reasons why the climates simulated in G1 and piControl will differ despite a balanced globally-averaged TOA radiation. In the next section, we will describe the differences in the two simulated climates.
Table 3. Comparison of differences between the geoengineered and preindustrial climates (G1 – piControl) in globally-averaged parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IPSL-CM5A</th>
<th>MPI-ESM</th>
<th>NorESM</th>
<th>HadGEM2-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOA net flux (W m(^{-2}))</td>
<td>0.01</td>
<td>0.13</td>
<td>−0.02</td>
<td>0.15</td>
</tr>
<tr>
<td>SAT (K)</td>
<td>0.10</td>
<td></td>
<td>−0.03</td>
<td>0.20</td>
</tr>
<tr>
<td>Precipitation (mm day(^{-1}))</td>
<td>−0.16 (−6.1 %)</td>
<td>−0.11 (−3.6 %)</td>
<td>−0.14 (−5.0 %)</td>
<td>−0.13 (−4.2 %)</td>
</tr>
<tr>
<td>Cloud fraction</td>
<td>−0.010 (−1.7 %)</td>
<td>−0.010 (−1.6 %)</td>
<td>−0.006 (−1.1 %)</td>
<td>−0.008 (−1.5 %)</td>
</tr>
<tr>
<td>Planetary albedo</td>
<td>−0.008 (−2.5 %)</td>
<td>−0.009 (−2.6 %)</td>
<td>−0.006 (−1.8 %)</td>
<td>−0.008 (−2.6 %)</td>
</tr>
</tbody>
</table>

Fig. 2. Differences in zonally-averaged surface net downward energy fluxes between the simulations G1 and piControl in W m\(^{-2}\) from the four ESMs. Solid: IPSL-CM5A, dashed: MPI-ESM, dotted: NorESM, dot-dashed: HadGEM2-ES. Left panel: latent (green) and sensible (cyan) heat fluxes; right panel: longwave radiation (blue), shortwave radiation (red) and sum of all four components (black). All fluxes are defined as positive in the downward direction.

explain this, citing Hansen et al. (1997), with the different hydrological sensitivities resulting from greenhouse gas and solar forcing as a result of solar forcing mainly heating the surface and CO\(_2\) mainly heating the troposphere.

Figure 3a shows that the latent heat response depends strongly on the location. Vegetation covered land masses (South America, tropical Africa, South East Asia, North America, and Northern Eurasia) show in general a stronger decrease of the latent heat flux than oceans at the same latitude. This may be related to the response of stomatal conductance in plants to changes in the CO\(_2\) concentration, an effect that is represented in all four ESMs. Under increased CO\(_2\), this tends to reduce the evaporation from plants and hence the latent heat flux. This mechanism has also been proposed (e.g. Joshi and Gregory, 2008) to contribute to the land-sea contrast in the surface temperature increase caused by greenhouse gases (Fig. 3d). Accordingly, similar differences between latent heat flux changes over land and ocean are also simulated by the four ESMs as a response to quadrupling of CO\(_2\) (Fig. 3b). The reduced latent heat flux also contributes to and is influenced by the reduction of precipitation (as discussed in Sect. 4.4).

4.2 Surface air temperature

The responses of globally-averaged near surface air temperature (SAT) to the forcing in G1 are small (Table 3), as can be expected as a result from a globally-averaged TOA radiative forcing close to zero. SAT changes range from −0.03 K in MPI-ESM and NorESM to 0.2 K in HadGEM2-ES. The dependence of the SAT response on latitude is similar in all four ESMs (Fig. 4a). All models indicate a weak cooling (up to −0.5 K in the MPI-ESM) in zonally-averaged tropical SAT, and a warming in high latitudes. While Antarctic SAT increases on average by about 0.6 K with small differences between the models, the temperature increase in the Arctic ranges from about 0.8 K (NorESM) to 1.8 K (HadGEM2-ES). Different ice and cloud albedo feedbacks are responsible for the variability of the responses in this region. It should be noted that multi-decadal variability in some of the ESMs is strong in the North-Atlantic region, so that differences between the single models from a comparison of 50-yr averages may not be statistically significant in all cases. The reduction of the meridional temperature gradient visible in all models has also been simulated earlier, e.g. by Matthews and Caldeira (2007) and Bala et al. (2008). It can be explained from the latitude dependence of the forcing as discussed above. Also the seasonal dependence of the
temperature response (Fig. 6) can be explained directly with the seasonal dependence of the forcing. In general, high latitudes warm more in winter when the effect of the reduction of the solar constant is weak. The regional pattern of the annually-averaged SAT response (Fig. 3c) largely reflects the meridional gradient. Additionally, clear land-sea differences can be identified. The response over most continental land masses is more positive than over adjacent oceans. This is likely caused by the larger response of the latent heat flux over land, which is weakened more and hence results in less cooling than over the oceans.

4.3 Sea level pressure

Differences in sea level pressure between simulations G1 and piControl are in general small. The multi-model mean difference as shown in Fig. 3e has local maxima that are about an order of magnitude smaller than differences between the climate under CO$_2$ quadrupling and piControl.
Fig. 4. Differences in zonally-averaged quantities between the simulations G1 and piControl (left panels), and abrupt4xco2 and piControl (right panels) from the four ESMs. Top panels: near surface air temperature (K), bottom panels: precipitation (mm day$^{-1}$). Solid: IPSL-CM5A, dashed: MPI-ESM, dotted: NorESM, dot-dashed: HadGEM2-ES. Note the different scaling of the temperature axes in the top panels.

(Fig. 3f). However, in some regions the differences are robust in the sense that all four ESMs show the same sign. This is in particular the case in the southern ocean west of the Antarctic peninsula with negative anomalies in G1 of the order of 1 hPa. In general, at high southern latitudes the signal indicates a weak poleward shift of the storm tracks as expected (although much stronger) under global warming (Meehl et al., 2007). This change in the circulation system can be expected to contribute to the surface temperature response pattern, e.g. to the stronger than average warming of the Antarctic peninsula. In the northern hemisphere, robust response patterns are the slight weakening of the low pressure systems over the Aleutians and in the North Atlantic. However, in the latter region only a tiny patch southwest of Iceland is robustly positive, and the single models predict fairly different locations of the centers of their high pressure anomalies (not shown). This means that fairly different responses of the North-Atlantic Oscillation (NAO) and north-western European climate are simulated in the different ESMs.

4.4 Precipitation

Under scenario G1 global mean precipitation is reduced in all four ESMs by values between 0.11 and 0.16 mm day$^{-1}$, or 3.6 to 6.1 % (see Table 3). Global reductions of precipitation have been predicted also by Govindasamy et al. (2003, 3.2 %) and Lunt et al. (2008, 5 %) under balanced quadrupling of CO$_2$. Bala et al. (2008) simulated a reduction of 1.7 % for balanced CO$_2$ doubling and discussed the reasons for the weakening of the global hydrological cycle. They argue (see discussion of latent heat flux, above) that while CO$_2$ forcing acts on the entire troposphere the solar forcing acts strongly on the surface. To balance the surface energy budget, a reduction of the latent heat flux occurs that requires under the assumption of a steady state which is well justified for long-term averages also a reduction of precipitation in the global mean.
The zonally-averaged response of precipitation has similar patterns for all four ESMs (Fig. 4c). In general, the models show local response maxima in the mid-latitudes of both hemispheres close to about 50° with reductions of about 0.1 to 0.15 mm day$^{-1}$, i.e. about 4% in the southern hemisphere and between 0.1 and 0.25 mm day$^{-1}$, or 6 to 12%, in the northern hemisphere. We conjecture that the reduced mid-latitude precipitation is linked to (a) less evaporation in the tropics and (b) the reduced meridional temperature gradient. Branscome and Gutowski (1992) have suggested from sensitivity simulations that a reduced meridional temperature gradient (from doubling of CO$_2$ in their case) would lead to weaker eddy transport of heat and weaker subtropical transport of water vapor. The reduction of latent heat flux in particular over continents contributes to the pattern of the precipitation change. The strongest absolute changes in precipitation occur in the tropics where precipitation rates are highest. Depending on the model also the highest relative
changes of up to 20% (both negative and positive) are simulated in this region. All models show qualitatively similar patterns with strong reductions in the southern branch of the inter-tropical convergence zone (ITCZ), a local response maximum directly north of the equator, and, except for HadGEM2-ES, also a clear minimum in the ITCZ branch north of the equator. While in HadGEM2-ES the zonally-averaged position of the main branch of the ITCZ remains almost unchanged, it shifts slightly equatorward in the other three models. The tropical signals have to be interpreted with caution, as all four ESMs, to various degrees, suffer from the double-ITCZ problem common for this type of models (Randall et al., 2007).
The local maxima of zonal average precipitation reduction in the middle to high latitudes dominate also the regional pattern of the precipitation response as presented in Fig. 5a. In both hemispheres zonal bands can be identified where all models predict a reduction. While in the southern hemisphere this concerns the oceans, large land masses are affected in the northern hemisphere. Precipitation is reduced in the multi-model average by about 0.2 to 0.4 mm day\(^{-1}\) (10 to 20\%) in a large part of eastern North America and a large zonal band over northern Eurasia. In these regions, the strongest reduction (of more than 0.5 mm day\(^{-1}\) in large areas) is occurring during the summer months (see Fig. 6). In the tropics and sub-tropics the patterns are more complicated and in particular over the Indian subcontinent and over South-East Asia the models disagree on the sign of the response. This is true also for large parts of Africa and Australia. Over central South America, all models show a decrease of precipitation that reaches more than 20\% in parts of the Amazon region. While the multi-model average shows reductions of about 0.5 mm day\(^{-1}\) over a large area, single models differ considerably in the magnitude. The strongest reductions of precipitation over central South America, reaching more than 2 mm day\(^{-1}\) locally, are predicted by the IPSL-CM5A and HadGEM2-ES. In the northernmost part of the Andes, precipitation increases most in the NorESM (up to 3 mm day\(^{-1}\)). Over the tropical oceans reductions of precipitation dominate except for a small band slightly north of the equator over the Pacific which indicates an equatorward shift of the ITCZ in three of four models as mentioned above.

The simulated reduction of precipitation over large land areas is not necessarily an indicator for a decrease of water availability or an increase of droughts as the latent heat fluxes are also reduced. The difference between precipitation and evaporation (\(P - E\)) is often considered a better parameter. Indeed, in the multi-model average, in agreement with findings from Govindasamy et al. (2003), \(P - E\) (not shown) decreases in large parts of the land areas that show a decrease in precipitation; however, the responses are in large areas not robust among all four ESMs. Another indicator for dry- and wetness of land masses is the Bowen ratio (ratio of sensible to latent heat flux). Dry continents generally have Bowen ratios above one and wet continents below one. As shown in Fig. 5c the Bowen ratio increases robustly over those regions that also show a decrease of precipitation. This is an indication for increasing dryness of large continental regions.

It should be noted that the global mean reduction of precipitation is specific to the scenario studied here and not necessarily a generic feature of any SRM. One could attempt to design a scenario aiming at the compensation of the global-mean or land-mean precipitation increase caused by the CO\(_2\) increase, but in such a case the temperature increase would be less well compensated.

### 4.5 Cloud cover

The total global cloud fraction is reduced under scenario G1 in all four models by values between 0.006 and 0.010 (i.e. 1.1 to 1.7\%, see Table 3). While the response of high clouds differs among the ESMs, the cloud fraction of low clouds is reduced in all four models over almost all latitudes. This reduction contributes to the change of the planetary albedo that is also reduced in all four models by between 0.006 and 0.009 (1.8 to 2.6\%). As mentioned earlier, this response of the cloud fraction also contributes to the solar forcing being less effective than the CO\(_2\) forcing. To identify the reason for the response of clouds to forcing in the G1

<table>
<thead>
<tr>
<th>IPSL-CM5A</th>
<th>MPI-ESM</th>
<th>NorESM</th>
<th>HadGEM2-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT (K)</td>
<td>5.7</td>
<td>5.9</td>
<td>4.1</td>
</tr>
<tr>
<td>Precipitation (mm day(^{-1}))</td>
<td>0.32 (11.9%)</td>
<td>0.29 (9.8%)</td>
<td>0.17 (5.9%)</td>
</tr>
<tr>
<td>Cloud fraction</td>
<td>-0.056 (−9.6%)</td>
<td>-0.028 (−4.3%)</td>
<td>0.009 (1.7%)</td>
</tr>
<tr>
<td>Planetary albedo</td>
<td>-0.029 (−9.4%)</td>
<td>-0.014 (−4.4%)</td>
<td>-0.012 (−3.7%)</td>
</tr>
</tbody>
</table>

Table 4. Comparison of differences between the 4x\( \times \)CO\(_2\) and preindustrial climates (abrupt4xCO2 – piControl) in globally-averaged parameters. Note that in the case of 4\( \times \)CO\(_2\), averages are calculated over years 101 to 150, during which the simulated climate has not yet reached an equilibrium.

Table 5. Comparison of multi-model mean responses to the forcings in G1 and abrupt4xCO2 simulations, respectively, with respect to piControl. Responses are calculated for the individual models both in terms of spatially averaged differences and in terms of root mean square differences, and then averaged over the four ESMs. RMS differences are calculated after interpolation of the results from the individual models to a 192 × 96 grid. Besides global mean values, also averages over land surface only are provided.

<table>
<thead>
<tr>
<th></th>
<th>SAT (K)</th>
<th>Precipitation (mm day(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.1</td>
<td>5.5</td>
</tr>
<tr>
<td>4xCO2</td>
<td>-0.14</td>
<td>0.25</td>
</tr>
<tr>
<td>G1</td>
<td>0.4</td>
<td>7.5</td>
</tr>
<tr>
<td>4xCO2</td>
<td>-0.12</td>
<td>0.16</td>
</tr>
</tbody>
</table>
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scenario is beyond the scope of this work but should be the aim of future studies.

Similar to the change in precipitation, the reduction in cloud fraction is simulated in all models in middle to high latitude zonal bands in both hemispheres including the storm tracks (see Fig. 5e). A particularly strong multi-model mean reduction of the cloud fraction with values up to 0.03 is predicted for western and central Europe. In large parts of the tropics and sub-tropics, the models tend to disagree in the sign of the change. Regions of strongly decreasing cloud fraction in all models are the north-east of central South America and the western tropical Pacific.

5 Climate response to unmitigated quadrupling of CO$_2$ in comparison with the response to CE

The abrupt4xCO$_2$ experiment is an official CMIP5 experiment and we expect that it will be analyzed in detail elsewhere. The intention of this section is to provide a short overview of selected results of this experiment in order to allow a comparison of the climate response under CE with unmitigated climate change. Table 4 contains responses to CO$_2$ quadrupling of selected global mean parameters and can be compared directly to Table 3. Table 5 presents multi-model average responses in SAT and precipitation from both scenarios (G1 and abrupt4xCO$_2$) in terms of both mean and root mean square (rms) differences. Additionally, not only global means but also averages over all land surfaces are presented. It should be repeated that the abrupt4xCO$_2$ simulation is still not in equilibrium during years 101 to 150, which are used here. This is evident from the difference in TOA net flux imbalances between abrupt4xCO$_2$ and piControl listed in the first line of Table 4.

The global temperature response to CO$_2$ quadrupling lies between 5.7 and 6.3 K for three of the four ESMs but is significantly lower in the NorESM (4.1 K). The reduction of the solar constant in experiment G1 compensates this temperature increase almost completely, as can be expected from the design of the experiment. Figure 4b shows the latitudinal dependence of the zonally-averaged temperature response in experiment abrupt4xCO$_2$. All four ESMs show stronger responses at NH high latitudes than in the other regions. While the three models with comparable climate sensitivity show very similar responses in the tropics and sub-tropics, the NorESM warms about 2 to 3 K less at these latitudes. Different polar amplifications across the models lead to temperature increases at the North Pole between about 1 K (IPSL-CM5A) and 23 K (HadGEM2). The latitudinal structure of the temperature response under CE is similar to the response in abrupt4xCO$_2$ but much smaller in magnitude with polar warmings of the order of 1 K, and of course the opposite sign (cooling) in the tropics. While the low-latitude response of the NorESM is significantly different under CO$_2$ quadrupling it is well within the range of the other three models in G1. Table 5 confirms (cf. Sect. 4.2 and Fig. 3) that in both scenarios the temperatures over land areas increase stronger than in the global mean, but in the case of G1 the average temperature response over land is small (0.4 K). When expressed as rms differences, multi-model mean changes of SAT under G1 are about an order of magnitude smaller than under abrupt4xCO$_2$. This is true for both land and global mean responses.

In contrast to temperature, global mean precipitation changes strongly both with and without balancing of the CO$_2$ forcing. While the change is strongly positive in abrupt4xCO$_2$ (increases between 5.9 and 11.9 % compared to piControl; 8.8 % in the multi-model mean), it is strongly negative in G1 with reductions that range between 3.6 and 6.1 % (4.7 % in the multi-model mean). The precipitation increase due to quadrupling of CO$_2$ is, hence, strongly over-compensated in G1. Regionally, precipitation responses in G1 can be of the same magnitude as in abrupt4xCO$_2$ even in the multi-model mean (Fig. 5). For instance, in the eastern part of North America and in parts of northern Eurasia an increase caused by CO$_2$ is turned into a decrease of similar magnitude by CE. By contrast, for the Mediterranean the models show a robust decrease of precipitation as a climate change signal and no robust signal after CE. The response of the Bowen ratio to quadrupling of CO$_2$ (Fig. 5d) indicates increasing dryness everywhere around the Mediterranean while under G1 the Bowen ratio responds less uniformly. In the northern part of the Amazon region, both experiments show a strong decrease of precipitation which is of larger magnitude in the multi-model ensemble of abrupt4xCO$_2$ albeit also less robust than in G1. Table 5 shows that the magnitude of precipitation responses in the two scenarios is more similar for land masses only (−6.3 % in G1, vs. 8.3 % in abrupt4xCO$_2$) than for the full global average. In terms of rms differences the CE in G1 reduces the precipitation anomalies caused in abrupt4xCO$_2$ by a factor of 2.6 in the global mean and 2.2 over land surfaces.

As mentioned earlier, responses in sea level pressure to quadrupling of CO$_2$ are strongly reduced through the reduction of solar irradiance in G1 (cf. Fig. 3e and f). Regional response maxima are smaller by almost an order of magnitude in G1 than in abrupt4xCO$_2$. In three of four models, a reduction of the responses, although less strong, is also predicted for globally-averaged cloud fraction (Table 4). The signal, which ranges from −9.6 to +1.7 % for quadrupling of CO$_2$, is changed to a range from −1.7 to −1.1 % through the balancing (cf. Tables 3 and 4). Interestingly, the responses to CO$_2$ forcing alone differ significantly more across the models than the responses in G1, hinting at model specific feedbacks which become relevant at the higher temperature changes of the abrupt4xCO$_2$ experiment. The NorESM is the only model that predicts a positive response of cloud fraction in abrupt4xCO$_2$. This may explain, at least partly, the smaller climate sensitivity of the NorESM. The sign of the cloud fraction response in the NorESM is reversed in
G1, i.e. negative as for the other three ESMs. The planetary albedo is reduced in all models as a response to the CO₂ forcing. This is true also for the NorESM despite the simulated increase in total cloud fraction. Reduced snow and ice cover in abrupt4xCO₂ contribute to this reduction of the planetary albedo.

6 Responses of monsoon systems to CE

A frequently discussed question is the potential response of monsoon circulations and precipitation to CE. Robock et al. (2008) have predicted a weakening of Asian and African summer monsoon circulations as a response to CE via sulfur emissions at both tropical and high northern latitudes. Figure 6c shows the differences between geoengineered and preindustrial JJA precipitation as an average from the four ESMs in this study. In most monsoon regions the four models disagree on the sign of the response. Only in some parts of south-east Asia is a robust decrease of precipitation simulated. In the case of India, the multi-model average indicates an increase of JJA precipitation along with an increase in cloud fraction (not shown) and, as a consequence, a robust decrease in temperature (Fig. 6a). The monsoon circulation depends on the land-sea temperature gradient, and an increase may be expected with generally increasing land-sea differences under G1. However, while the Indian ocean robustly cools, a robust warming is simulated only for the northern part of the Asian continent. The temperature decrease over India in JJA may be interpreted as a response to the changing monsoon, but also in pre-monsoon months (not shown) no robust warming is simulated over the southern part of the Asian continent. In contrast to our G1 response, Robock et al. (2008) have simulated a general decrease of temperatures over Asian land masses and a decrease of Indian monsoon precipitation as observed also for high-latitude volcanic eruptions (Oman et al., 2005, 2006). However, Robock et al. (2008) compare a CE scenario with respect to an unmitigated future scenario. A more appropriate comparison is hence the precipitation response in G1 with respect to the unmitigated abrupt4xCO₂ scenario (Fig. 6e). In this case as well, the four models generally do not agree on the sign of the precipitation response. Over central and southern India the average response is, however, a decrease in precipitation which points in the same direction as the simulations by Robock et al. (2008).

7 Summary and conclusions

In this study we have compared the response of four state-of-the-art Earth system models, which are also employed for the CMIP5 simulations, to climate engineering under scenario G1 of the Geoengineering Model Intercomparison Project (GeoMIP). G1 is not intended to be a realistic scenario for a potential future application of CE. However, the instantaneous quadrupling of CO₂ and its balancing by a strong reduction of total solar irradiance provide strong and easy to simulate forcings. This allows us to clearly identify and compare basic responses of the climate system without having to consider potential differences related to the degree of sophistication by which, for example, aerosol-based CE methods may be implemented in different models.

The following selection of model responses has been simulated robustly among all four models in experiment G1.

- Solar forcing is less effective than the forcing caused by the increase of CO₂. This is related to the decrease of cloud cover in the ge engineered climate. Consequently, depending on the model, between 18 and 38 % “more” CE than expected had to be implemented.

- The latitudinal dependence of solar and CO₂ forcing leads to a latitudinal gradient in TOA net radiation balance anomaly.

- The globally-averaged temperature is kept almost constant but the meridional temperature gradient is reduced. Polar regions are still warmer than the pre-industrial control simulation by about 1 K, while the tropics are slightly cooler. On average, land masses show a more positive temperature response than adjacent oceans. The residual polar warming is much weaker than under unbalanced quadrupling of the CO₂ concentration.

- In the surface energy budget, the decrease of incoming solar radiation is largely balanced by a decrease in the latent heat flux. This decrease is particularly strong over vegetation-covered land masses.

- As a consequence of the reduced water vapor flux, globally-averaged precipitation decreases on average by 4.7 %. In particular, a strong decrease is simulated for large areas of North America, northern Eurasia and central South America.

- Globally averaged precipitation changes simulated for the quadrupled CO₂ scenario are about a factor of two larger in magnitude, but of opposite sign than the precipitation change for the G1 scenario. Over land masses the precipitation changes under G1 and abrupt4xCO₂ are less different in magnitude than over sea. Regionally, changes in precipitation may even increase through CE.

Similar responses have been predicted in earlier single-model studies of a balancing of CO₂ increase by a reduction of the solar constant (see references in the introduction). The comparison of four climate models of the current generation simulating exactly the same scenario allows us to better quantify and assess the uncertainties of the response. Besides the robust responses mentioned above, the models also show strong disagreement in other parameters and areas. Precipitation responses over tropical and subtropical land areas may
be strongly positive in one and strongly negative in another model. This highlights the need to improve the simulation of precipitation in climate models not only for the purpose of estimating potential consequences of CE, but also to improve climate predictions in general.

This study has only addressed a small number of climate parameters. We have not discussed potentially important responses of the oceans (including sea ice), the carbon cycle, vegetation, the dynamics and chemistry of the middle atmosphere, and the diurnal cycles of temperature and precipitation. Other modeling centers have expressed their interest in simulating the GeoMIP experiment G1, so that future studies of these parameters may be based on an even more representative model ensemble. This study, however, allows us to conclude that climate engineering via solar radiation management (in this case by reducing the solar constant, equivalent to deploying hypothetical space mirrors) aiming at the restoration of the globally-averaged temperature of a past climate state (preindustrial in our case) would certainly lead to significant changes in other climate parameters. In particular, strongly changed global mean and regional precipitation can be expected. Other scenarios, e.g. a restoration of global mean precipitation could be envisaged, but would then restore the temperature less well.

SRM techniques other than the reduction of the solar constant have been much discussed in the recent past, in particular the artificial injection of aerosols into the stratosphere. It is unclear to what extent this technique under a more realistic scenario would lead to responses comparable to those presented here. However, other GeoMIP scenarios (Kravitz et al., 2011b) specific to this technique will be calculated by several modeling groups and will thereby allow a better assessment of potential consequences.

The climate response to climate engineering as opposed to a situation with unmitigated greenhouse gas emissions may be detrimental for the populations and ecosystems in some regions and beneficial in other regions. Impact studies would be needed to estimate the effects, e.g. of precipitation responses such as the reduction over large northern land masses simulated under the G1 scenario. It may be tempting to “optimize” CE in order to minimize changes in temperature and precipitation (Ban-Weiss and Caldeira, 2010). Note, for instance, that the difference in latitudinal dependence of solar and CO₂ forcing resulted in a latitudinal gradient in the net TOA fluxes in our simulations, which might be avoidable with an adapted solar forcing pattern. However, the strong change in precipitation in the G1 experiment would probably not disappear with an optimized solar forcing pattern. Also, from the different responses among the models with respect to precipitation in low-latitude regions, it is obvious that the current generation of climate models will not allow an exact prediction of the outcome of CE measures, and as stated by Robock et al. (2010), due to the large internal variability of weather and climate, CE “cannot be tested without full scale implementation”. Model simulations by MacMynowski et al. (2010) indicate that tests with forcing modulated in periods of a few years may help to reduce the risk of extreme responses, but also that responses to long-term implementation may differ from those estimated from periodic tests. Another risk of solar radiation management is the expected rapid climate change after a potential abrupt termination. This will be studied in other GeoMIP experiments.

The climate response is only one aspect that has to be considered if the implementation of CE techniques is discussed. Other potential side effects specific to some methods, as well as political, ethical, legal and economical implications have to be taken into account. But the potentially strong climate responses discussed here suggest that climate engineering cannot be seen as a substitute for a policy pathway of mitigating climate change through the reduction of greenhouse gas emissions.
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